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PERFORMANCE ANALYSIS OF COGNITIVE TELECOMMUNICATION
SYSTEMS WITH CONTROLLED INTERFERENCE LEVEL AND
IMPERFECT CHANNEL KNOWLEDGE

Abstract:

Cognitive Radio (CR) is an optimal solution for the scarcity that the limited
spectrum resource faces due to the high demand for available spectrum bands for new
wireless technologies. Cognitive radio enhances the use of the spectrum by allowing
unlicensed users (secondary users) to coexist with the licensed users (primary users)
under the condition that the secondary users’ interference at the primary receiver is

under a pre-defined threshold.

In this thesis, underlay cognitive radio system with controlled interference level is
analysed when the transmit power of the secondary transmitter is also constrained. In
this dissertation, the interference power generated from primary transmission and its
effect on the performance of the secondary user has been studied in the form of signal to

interference and noise ratio (SINR) at the secondary receiver.

Different cases of available channel state information (CSI) of the link from
secondary transmitter to primary receiver have been discussed in this thesis. Perfect
knowledge of CSI which is the difficult to be achieved in practical system, outdated and
the worst case only statistical characteristics of the channel is available at the transmitter

have been analysed when the system is under Nakagami fading distribution.

Maximal Ratio Combining (MRC) diversity technique employment at the
secondary receiver is studied and compared in some special cases with the application

of the orthogonal space time block codes (OSTBC) at the secondary link.

Closed form expressions of the probability density function (PDF) of SINR at the

secondary receiver, outage probability in addition to the moments of SINR have been



derived for the case of no diversity and when the secondary transmitter has full and
outdated knowledge of CSI, as well as for the case when MRC is applied when the
available CSI is perfect, outdated and statistical. Furthermore, ergodic capacity
analytical expression of the SU link is derived when MRC is applied for the case of
outdated CSI as well as for the case of statistical CSI. Two limiting cases have been
analysed, one when the noise at the secondary receiver is dominant as noise-limited case
and the other when the interference from primary transmission is dominant as
interference-limited case. It has been shown that the noise-limited system has a lower

performance compared to the interference-limited one.

Performance of the primary user in the form of bit error rate (BER) has been
studied practically through an experiment using two computers and two universal
software radio peripherals (USRP). In this experiment, the effect of the secondary
interference on the signal quality at the primary receiver has been analysed for different
values of signal to noise ratio (SNR), where both the primary and secondary links use

orthogonal frequency division multiplexing (OFDM) modulation.

Keywords: Bit error rate, co-channel interference, cognitive radio, ergodic capacity,
imperfect channel state information, MRC, Nakagami fading, OFDM, outage

probability, signal to interference and noise ratio.

Scientific field: Telecommunications.

Special topic: Cognitive radio.



ANALIZA PERFORMANSI KOGNITIVNIH TELEKOMUNIKACIONIH
SISTEMA SA KONTROLISANIM NIVOOM INTERFERENCIJE |
NESAVRSENOM PROCENOM STANJA U KANALU

Rezime

Kognitivni radio (Cognitive Radio, CR) predstavlja optimalno reSenje za danas
prisutan problem nedostatka slobodnih spektralnih resursa, nastalih usled visokih
zahteva korisnika za koriS¢enjem novih bezi¢nih tehnologija i dostupnim novim
opsezima ucestanosti. Kognitivni radio omoguéava efikasnije koris¢enje opsega tako Sto
dopusta nelicenciranim korisnicima (sekundarnim korisnicima) da koegzistiraju sa
licenciranim korisnicima (primarnim korisnicima), pod uslovom da je interferencija
koju stvara sekundarni korisnik na strani primarnog prijemnika niZa od unapred

definisanog praga.

U okviru ove disertacije analiziran je kognitivni radio sistem sa kontrolisanim
nivoom interferencije, kod koga je emitovana snaga sekundarnog predajnika takodje
ograniCena. Snaga interferencije generisana od strane primarnog predajnika i njen efekat
na performanse sekundarnog korisnika proucavana je kroz analizu odnosa snage
signala, i ukupne snage interferencije i Suma (SINR, Signal to Interference and Noise

Ratio) na strani sekundarnog prijemnika.

Razmatrani su razliciti sluCajevi raspolozivih informacija o stanju kanala od
sekundarnog predajnika do primarnog prijemnika. Analiziran je slucaj kada je dostupna
savrSena informacija o stanju u kanalu, koju je teSko posti¢i u praktinim sistemima,
zatim slucaj kada je informacija o stanju u kanalu zastarela, kao i najgori slucaj kada su
predajniku dostupne samo statisticke karakteristike kanala. Svi navedeni slucajevi

analizirani su za slucaj Nakagami fedinga u propagacionom okruzenju.

ProuCavana je primena tehnike kombinovanja sa maksimalnim odnosom

(Maximal Ratio Combining, MRC) na sekundarnom prijemniku i izvrSeno je poredenje

iv



sa nekim posebnim slucajevima primene ortogonalnih prostorno-vremenskih blok

kodova (Orthogonal Space Time Block Codes, OSTBC) na sekundarnom linku.

Izvedeni su izrazi u zatvorenom obliku za funkciju gustine verovatnoce
(Probability Density Function, PDF), verovatno¢u otkaza, kao i momente odnosa SINR
na sekundarnom prijemniku. Navedeni izrazi izvedeni su za slucaj kada diverziti nije
primenjen i sekundarnom predajniku je dostupno savrsena ili zastarela CSI. Osim toga,
izrazi su izvedeni i za sluc¢aj kada je primenjena MRC tehnika kombinovanja na
sekundarnom prijemniku 1 slucajeve kada je dostupna savrSena, zastarela ili statistiCka
informacija o stanju u kanalu. Dalje, analiticki izraz za ergodi¢ni kapacitet sekundarnog
linka na kojem je primenjena MRC tehnika izveden je za slucajeve dostupne zastarele,
kao 1 slu¢aj dostupne statisti¢ke informacije o stanju u kanalu. Takode, analizirana su i
dva grani¢na slucaja: prvi kada je na ulazu u sekundarni prijemnik dominantan uticaj
Suma i drugi slu¢aj kada je na ulazu u sekunadrni prijemnik dominantan uticaj
interferencije koja poti¢e od strane primarnog predajnika. Pokazano je da sistem kod
kojeg je dominantan uticaj Suma postize losije performanse u poredjenju sa sistemom

kod kojeg je dominantan uticaj interferencije.

Koris¢enjem USRP (Universal Software Radio Peripherals) platforme i raGunara
izvrSena je 1 prakti¢na analiza perfomansi primarnog korisnika. Razmatran je slucaj
kada 1 primarni 1 sekundarni korisnik primenjuju modulaciju sa veéim brojem
ortogonalnih podnosilaca (Orthogonal Frequency Division Multiplexing, OFDM). Kroz
prakti¢nu primenu eksperimenta analiziran je uticaj interferencije od strane sekundarnog
predajnika na kvalitet signala primarnog prijemnika i odredena je odgovarajuca
verovatnoca greske po bitu (Bit Error Rate, BER) za razli¢ite vrednosti odnosa snage

signala 1 snage Suma.

Kljucne reci: Ergodi¢ni kapacitet, kanalna interferencija, kognitivni radio, MRC,
Nakagamijev fading, nesavrSena informacija o stanju u kanalu, odnos snage signala i

snage interferncije i Suma, OFDM, verovatnoca greske po bitu, verovatnoca otkaza.
Naucna oblast: Telekomunikacije.

UzZa naucna oblast: Kognitivni radio.
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1. Introduction

Wireless Communication technology has changed the human life in a big level
since it has been an essential part of the daily activities, like the social networks, instant
communication, online shopping and the access to any data worldwide at any time.
According to an update market forecast from ABI research, the number of the connected
wireless devices ( like cell phones and mobile computers) is over than 16 billion in use
today, and it is expected to be over 21 billion by the year 2020 [1]. Figure 1.1 shows the
growth in the number of connected devices [2], where it shows that the mobile phones
are the largest growing segment among devices. In total 26 billion connected devices
are expected by 2020 of which 15 billion will be phones, tablets and PCs. With this
phenomenal growth of the wireless devices, wireless communication technologies and
their applications are becoming more and more advanced [3], and this will create an
increasing demand for radio spectrum. Unfortunately, spectrum is a finite resource
which its use is carefully managed at the international and national level due to its great

importance.

The use of the radio spectrum in each country is regulated by the corresponding
governmental agencies such as the International Telecommunication Union (ITU) [4],
which license the spectrum to individuals or organizations based on geographical
regions and applications. In 1934, Federal Communication Commission (FCC) was
created by US congress to manage the non-federal use of spectrum, while the National
Telecommunication and Information Administration (NTIA) organization governs the
federal use in USA. Moreover, the decision-making body in Finland is the Finnish
Communication Regulatory Authority (FICORA) and the Office of Communications
(Ofcom) is in United Kingdom.
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Figure 1.1 — Ericsson report for outlook of connected devices.

According to the regulations by the agencies, spectrum bands are assigned in three
types:

1. No one can transmit: In this type the frequencies are reserved for radio astronomy
to avoid any interference at radio telescopes.

2. Open spectrum bands: In this type anyone can transmit as long as they respect
certain transmission power and other limits, such as the unlicensed Industrial,
Scientific and Medical (ISM) bands. Protocol “listen before talk” is mostly used in
this case.

3. Licensed bands: Only the licensed users of that band may transmit, they have
exclusive rights to utilize their spectrum and no other parties can access it in order

to protect them from interference.

The static allocation of frequency bands in the spectrum and attaching those to
specific licensed services has many benefits, such as the simplicity and as the
allocations have been made once; there is no confusion about who can use this
spectrum. Furthermore, dedicating frequencies to specific uses simplifies the equipment
and often leads to a better service quality.

While these allocations have many advantages, they lead to a considerable
inefficiency in the spectrum utilization and generating a spectrum shortage. New

wireless technologies aim to improve the data rate and the quality of service (QoS)



requirements; therefore, more and more spectrum resources are needed. While radio
spectrum is theoretically unlimited, the frequency ranges that suit the commercial
applications and the wireless communication technology transmission are limited.
Therefore, how to utilize the spectrum in an efficient way is becoming a basic task, and
attracts the attention from both industry and academy body.

Studies and researches were performed by different organizations around the
world, measured the activity of the wireless technology over various allocated spectrum
bands to come up with important results [5] — [9]. The Federal Communication
Commission in USA [10] and the communications regulator in United Kingdom [11]
have found by their researches that the average utilization of frequency bands is as low
as 5%. The majority of the allocated spectrum is occupied for frequency ranges lower
than 3GHZ, compared to reduced occupancy for higher frequencies (3-6 GHZ), as it is

shown in Figure 1.2.
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Figure 1.2 — Measurement of 0-6 GHz spectrum utilization at Berkeley Wireless
Research Centre [9].

As a conclusion, these studies declared that the spectrum scarcity problem is not
limited to that the available spectrum being insufficient, but that the most of the

allocated spectrum is poorly utilized [8]. Some portions of the spectrum is overcrowded
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(like GSM, UMTS), while other portions are almost unused (Military and amateur
bands) or underutilized.

It can be seen that many frequency bands are underutilized as a result of the static
spectrum allocation use which cannot manage the spectrum in an effective way. which
leads to an observation that the spectrum is scarce. This emphasizes that the regulation
communities need to a new dynamic spectrum allocation, which in turn leads to a better
spectrum management. Such a scheme would define two types of spectrum users, the
licensed user which already has a license from the agency to use a particular frequency,
and the unlicensed user which could utilize the spectrum bands allocated to the licensed
ones when it would not interfere with them.

Here comes the role of Cognitive Radio (CR) [12] in leading this revolution in the
wireless communication technology, since it is the key for applying Dynamic Spectrum
Access (DSA) instead of the existing fixed spectrum access. Dynamic spectrum access
improves the spectrum utilization in three dimensions: frequency, location and time. It
enables a network to opportunistically use a wide range of frequencies at points in time
and space when and where they are authorized and available [13].

1.1 Cognitive Radio Concept

Cognitive radio approach is a promising solution in improving the spectrum
underutilization efficiently, which will make a significant impact on the way spectrum
will be managed in the future. The word “cognitive” is derived from “cognition”, which
means an act or process of knowing including various processes like recognizing and
analysing. While the term “radio” indicates any system communicates with other one by
a modulated signal through the radio spectrum. In general, a CR system is an intelligent
system that can observe data, analyse, learn and act according to that process with its
environment.

The concept of cognitive radio was firstly presented by Joseph Mitola in a seminar
in 1998, and then in an article by Mitola and Maguire in 1999 [12]. According to
Mitola, cognitive radio is defined as “the point in which wireless personal digital

assistants (PDAs) and the related networks are sufficiently computationally intelligent



about radio resources and related computer-to-computer communication to: (a) detect
user communication needs as a function of user context and (b) provide radio resources
and wireless services most appropriate to those needs”. However, Simon Haykin has
defined cognitive radio in his paper [15] as “Cognitive radio is an intelligent wireless
communication system that is aware of its surrounding environment (i.e., outside
world), and uses the methodology of understanding-by-building to learn from the
environment and adapt its internal states to statistical variations in the incoming radio
frequency stimuli by making corresponding changes in certain operating parameters
(e.g., transmit power; carrier-frequency, and modulation strategy) in real-time, with two
primary objectives in mind: (a) highly reliable communication whenever and wherever
needed and (b) efficient utilization of the radio spectrum”.

Besides that, CR has various definitions given by different regulation agencies.
Such as the international telecommunication union which defined it as “A radio or
system that senses and is aware of its operational environment and dynamically and
autonomously adjust its radio operating parameters accordingly”. Formally, federal
communication commission in [8] has defined the term cognitive radio as “A cognitive
radio is a radio that can change its transmitter parameters based on interaction with the
environment in which it operates”.

No matter how the definitions were made specific, the essential thing that the
cognitive radio can obtain the best available spectrum through two main characteristics:
capability and re-configurability, which can be explained as:

e Cognitive capability enables the cognitive radio to identify the unused portions of
the spectrum at a specific time or location. Then, the best unused spectrum will be
selected to be shared with other users without causing any harmful interference to
the licensed users [13].

¢ Re-configurability refers to that the cognitive radio can dynamically change some
parameters according to the surrounding, like radio frequency, transmission power
and modulation scheme, without any modification of the hardware design [16].
Since the first mentioning of cognitive radio in [12], it has become the focus of the

researches in industry, research centers as well as universities. Showing the support for
the cognitive radio idea, FCC allowed the usage of the unused television spectrum by

unlicensed users whenever the spectrum is free [15] and [17].



Furthermore, FCC has defined four different scenarios about how to improve
spectrum access and efficiency of spectrum using cognitive radio technologies [18]:

1. A holder of a license can employ cognitive radio technologies internally within
its own network to increase the efficiency of use.

2. Cognitive radio technologies can facilitate secondary markets in spectrum use,
implemented by voluntary agreements between license holders and third parties.

3. Cognitive radio technologies can facilitate automated frequency coordination
among licensees of co-primary services.

4. Cognitive radio technologies can be used to enable non-voluntary third party
access to spectrum, for instance as an unlicensed device operating at times or in

locations where licensed spectrum is not in use.

Furthermore, IEEE (Institute of Electrical and Electronic Engineers) has also
supported the cognitive radio paradigm by developing a standard based on cognitive
radio technology, IEEE 802.22 standard, for wireless regional area network (WRAN),
which works in unused UHF-VHF TV channels [19]- [21].

Two basic types of users share the same band in cognitive radio, primary user
(PU) and secondary user (SU). Primary users are the licensed ones; they have the right
to access the band whenever they want without any modification in their parameters.
Therefore, additional functionalities are required from the secondary users (unlicensed)
to coexist with the licensed ones, where each SU must sense the spectrum and
determine the presence of primary user in the available spectrum bands. Then based on
the sensing information it selects the best available channel, in order to coordinate the
access to this channel with other users depending on a scheduling method made by the
spectrum sharing in order to use the spectrum bands effectively and prevent any
collision. Furthermore, the channel must be vacated and the secondary users should
switch to use other available bands as soon as the licensed user is detected, this process

is the so-called spectrum mobility.

These capabilities can be realized through spectrum management functions:

spectrum sensing, spectrum decision, spectrum sharing, and spectrum mobility.



Depending on the knowledge of cognitive radio system and in order to protect the
primary users, three modes of cognitive radio were introduced [22]: Underlay, Overlay

and Interweave.

1.2 Main Functions of Cognitive Radio

1.2.1 Spectrum Sensing

Spectrum sensing is the most important task to the realization of cognitive radio; it
enables the secondary users to detect the available spectrum bands without causing any
interference to the primary users. In order to determine the presence or absence of the
PU transmission, different sensing techniques have been used [18] and can be classified
into:

a. Primary Transmitter Detection: several approaches are used and the easiest
one is the energy detection in which the detector compares the received signal
with a threshold to determine the presence or absence of the primary signal.
But this way cannot differentiate between the signal from PU and other
interference signals. Another way is the feature detection which has
robustness to uncertainty in noise power since the modulated signal is
characterized by cyclostationary behaviour, while noise signals do not have
this experience [23], but on the other hand it requires a long observation time.

b. Primary Receiver Detection which it can be said that it is the most effective
way in detecting the available free bands [24], but currently is only practical

in detecting the television receivers.

1.2.2 Spectrum Decision

Through the spectrum decision function, secondary user decides the best spectrum
band meets the quality of service (QoS) requirement of the applications over all the
available spectrum bands [25]. According to the information about the channel

characterization (like interference at the primary user which helps in deriving the power



of secondary user and estimating the channel capacity) and the statistical information
from primary users, the decision is taken. Spectrum decision is an important topic in

cognitive radio but till now is unexplored.

1.2.3 Spectrum Mobility

Spectrum mobility is the process of changing the operating spectrum band as soon
as the primary user activity in that band has been detected. The continuous allocation of
spectrum is a challenging, where spectrum mobility must ensure the smooth and easy
transition leading to the minimum performance degradation during a spectrum handoff.

So far, there is no research effort on this topic.

1.2.4 Spectrum Sharing

Depending on the parts of the available spectrum for secondary user, the schemes
can be divided into two types, namely licensed spectrum and open spectrum [13]. In the
licensed spectrum, primary users have higher priorities than the secondary users which
need to adjust their parameters (such as transmit power and transmission strategy) to
avoid the interruption to the PUs. While in the open spectrum access, all the users have
an equal right to access the channels, such as the described system in IEEE 802.15 task
group 2, which focuses on the coexistence of IEEE 802.11 and Bluetooth.

According to the relationship between the secondary users, spectrum sharing
policies can be divided into cooperative and non-cooperative policies. In non-
cooperative spectrum sharing, secondary users make spectrum access decisions by
themselves without exchanging information with other users. Therefore, due to lacking
in cooperation and ignoring the interference in other cognitive radio nodes, non-
cooperative solutions cannot prevent the hidden terminal problem and may result in
reduced spectrum utilization. Therefore, sensing information from other secondary users
is required for more accurate detection, which is referred to as cooperative policy.

On the other hand, depending on the spectrum architecture, spectrum sharing can
be managed by centralized or distributed approach [26]. In centralized approach, a

central point exists which collects the information about available spectrums and



controls the spectrum access. While in distributed one, the spectrum allocation is
performed by each node distributively. Many studies compared the centralized and
distributed policies which showed that the distributed approach can provide similar QoS
as a centralized algorithm using global information [27].

1.3 Spectrum Access Technique

In cognitive radio system, the primary and secondary users coexist with each other
in one network architecture. The basic design principle is that the primary users are
unaffected as much as possible. There are three possible modes [22]: overlay, underlay

and interweave.

1.3.1 Interweave Spectrum Sharing (Interference Avoidance):

It is often referred to this scheme as Opportunistic Spectrum Access (OSA), and it
was the original motivation for cognitive radio [28]. In the interweave model, the
cognitive radio monitors the radio spectrum periodically and opportunistically
communicates over the spectrum holes which are defined in [29] as “a band of
frequencies allocated to a primary user, but at a particular time and specific
geographical location, this band is not being utilized by that user”, Figure 1.3. The
spectrum, in general, is comprised of frequency bands that are most of the time
unoccupied (white spaces), other bands are underutilized (grey spaces), and heavily
utilized bands (black spaces). By the opportunistic access to white and grey spaces at
the right time and in the right location, the spectrum utilization can be improved.

The concurrent transmission of the primary and secondary user is not allowed,
therefore SU must vacate the channel and its transmission is blocked as soon as the PU
reappears (this phenomenon is called the forced termination). Accurate spectrum

sensing is critical to the performance, especially when signal-to-noise ratio is low.
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Figure 1.3 — Spectrum hole concept.

Although the interweave mode of operation results in a high spectrum efficiency,
but the difficulty in timely detecting the spectrum holes limits its applicability [30].
Interweave approach is presented in Figure 1.4. Interweave systems can also be applied
to networks where all users in a given band have equal priority, but existing users are
treated as primary users, and new users become secondary users that cannot interfere

with communications already taking place between the existing users.
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Figure 1.4 — Interweave spectrum sharing.
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1.3.2 Overlay Spectrum Sharing (Interference Mitigating Behaviour):

In this mode, the cooperative transmissions between primary and secondary users
are allowed, where secondary users access the unused spectrum bands by licensed users
which minimize the interference to them. Beside to the channel state knowledge of the
channel between primary and secondary users, additional information about the primary
user and its transmission (PU’s location, messages and codebook), which may be
obtained through spectrum sensing, is required. Afterward, the SU uses an advanced
signal processing and coding schemes (dirty paper coding [31] or Gelfand-Pinsker code
[32]), where they Use part of their power for its own communication and the remainder
for relying the data of primary user along with its own information to mitigate the

interference. Figure 1.5 shows the concept of overlay spectrum sharing.
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Figure 1.5 — Overlay spectrum sharing.
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1.3.3 Underlay Spectrum Sharing (Interference  Controlling

Behaviour):

The underlay sharing refers to a simultaneous uncoordinated usage of spectrum in
time and frequency domain depending on the primary receiver’s acceptable interference
limit. Actually, interference happens at the receiver but it can be controlled at the
transmitter through the location and the radiated power. Therefore, FCC introduced a
new model [33] limits the interference at the receiver by defining the interference limit
that can be tolerated by the primary user, referred to it as “interference temperature”,
Figure 1.6. More information about using the interference temperature as a constraint to
protect the primary user is given in later sections. The term underlay is that as
secondary users spread their signals across the available bandwidth to insure that the
interference caused to primary users can be treated as a wide-band background noise.
However, underlay allows only short-range communication due to the power

constraints. Underlay spectrum sharing concept is presented in Figure 1.7.
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Figure 1.6 — Interference temperature concept.

While underlay, overlay and interweave are three distinct approaches to cognitive
radio, hybrid schemes can also be constructed that combine the advantages of different
approaches.

Although cognitive radio is a relatively new concept, there are already a number
of applications proposed to implement dynamic spectrum access. The following section

will highlight briefly some applications based on cognitive radio.
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Figure 1.7 — Underlay spectrum sharing.

1.4 Applications of Cognitive Radio

1.4.1 Military Usage

Cognitive radio with its characteristics, from sensing its surrounding environment
to controlling its own performances, is a must-have and appropriate technology in the
defence domain in military. The military communications with cognitive radio use the
available spectrum without causing any interference to the primary users and search for
more transmission opportunities; moreover it can hide and avoid being interfered with
any other transmission [34]. US Department of Defence (DoD) has established
programs like SPEAK easy radio system to get the benefits of cognitive radio
techniques. Furthermore, the Finnish Defence Force (FDF) has selected the tactical
wireless IP network (TAC WIN), which includes the cognitive radio technologies, for

the next generation of its wireless network.
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1.4.2 IEEE 802.22, WRAN

Wireless Regional Area Network (WRAN) is a standard in development by IEEE
working group 802.22 [20], which is based on Time Division Duplexing (TDD),
Orthogonal Frequency Division Multiple Access (OFDMA), and opportunistic use of
very high frequency/ultra-high frequency (VHF/UHF) TV bands. It implements
dynamic spectrum access to deliver wireless connectivity to rural areas by utilizing the
white spaces in UHF-VHF TV, which is from 54 to 862 MHz. WRAN is the first
standard based on cognitive radio, many of its functionalities have been used to protect
the primary users (which are here TV receivers) from the interference caused by the
secondary users. The proposed WRAN architecture is given in Figure 1.8 [35], where
only one base station (BS) serves multiple costumers premise equipment (CPE). The
coverage of each BS is typically 17 — 30 [km], with a maximum of 100 [km]. Both the
costumer and BS perform spectrum sensing, while costumer returns sensing information
to BS for central decision [36].
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Figure 1.8 — IEEE 802.22, WRAN architecture.

1.4.3 Cognitive Cellular Relays

Cellular relay is one of the solutions which support the increasing number of
subscribers per cell which leads to a difficulty in providing a sufficient signal-to-noise

ratio to these users especially to those at the cell edge. Cellular relays network applies
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multiple Relay Stations (RS), which forward traffic between base station (BS) and
mobile station (MS), in each cell to improve the capacity and coverage area.
Conventional cellular relay network utilise the licensed spectrum on the BS-RS link as
well as the RS-MS link; the interference between these two links must be managed
carefully. Cognitive cellular relays enhance the conventional cellular relays network
applying cognitive radio [37], where implementing cognitive radio on one of the links
can mitigate this interference. The link that implements cognitive radio operates on
different frequency to the licensed hence causes no interference [38]. A proposed

cognitive cellular relay network is presented in Figure 1.9.
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Figure 1.9 — Proposed cognitive cellular relays network [38].

1.4.4 Cognitive Femtocell

Femtocell is a small, low-power cellular base station, typically designed for
enhancing the coverage of a cellular network at home or in small business office [39],
which have been proposed in some companies like PicoChip driving femtocell
resolution. Femtocell connects to the service provider’s network by a fixed line
connection (DSL, or cable), whereas it connects with the mobile station through a
cellular licensed spectrum. Cognitive femtocells enhance the conventional femtocell
network with cognitive radio capabilities [40]. Femtocell Base Station (FBS) performs a

local sensing to find the unused spectrum by the primary users in its region and in the
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neighbouring femtocells, in order to maintain the coverage and control the interference
to the other macro-cells and nearby femtocells [41]. A proposed cognitive femtocell

network is illustrated in Figure 1.10.
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Figure 1.10 — Proposed cognitive femtocell network [42].

1.4.5 Emergency Networks

In the emerge situations, like natural disasters, accidents and wars, the important
thing is the availability of a stable and clear communication between people and the
safety agencies. Even though that the emergency systems have special channels to
prevent the emergency services to be depended on the public network, but it is often get
crowded in the sever situations because of its limited bandwidth. Cognitive Radio
capabilities of sensing and detection of the unused bands in the existing networks can be
put to the best use and establish an efficient emergency network. FCC has assigned a
700 [MHz] frequency band [42] for the emergency use. Moreover, mobile therapies and
Wireless medical networks can be developed also with cognitive radio networks.
Furthermore, applying cognitive radio with the integration of on-the-body sensors,
patients can be monitored for vital signs such as temperature, pressure, blood oxygen
and electrocardiogram (ECG). More about the emerging cognitive radio applications
can be found in [43].
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2. Fundamentals in wireless communication

systems and diversity techniques

This chapter covers basic background materials, essential concepts and techniques
that will be later employed in this dissertation. Fundamentals of wireless channels and
fading channel models are presented, especially Nakagami fading model which is used
in this study. The definition of Channel State Information (CSI) is provided with its
various forms, since that one of the basic purposes of this study is analysing the
performance of spectrum sharing system with controlling interference level for different
cases of available CSI of the channel between the secondary transmitter and primary
receiver. Furthermore, the performance of the system is evaluated by analysing the
outage probability of SINR (signal to interference and noise ratio) at the secondary
receiver, hence, outage probability definition is provided, in addition to the outage
capacity. The basic concern in cognitive radio spectrum sharing is protecting the
licensed users from any unfavourable interference; therefore resource allocation and
power control under the controlled interference level is presented under different

constraints applied at the transmitter and the receiver.

In the last part of this chapter, basics in diversity techniques and its importance are
discussed, such as Maximum Ratio Combining (MRC) and Orthogonal Space Time
Block Codes (OSTBC). In the dissertation, ergodic capacity of secondary link is studied
when MRC is applied at the receiver.
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2.1 Channel

In telecommunications, the channel refers to a pathway or a medium that is used
to transfer information and data signal from one location to another, which in turn can
use two types of media: cable (twisted-pair wire, cable and fiber-optic cable) and
broadcast (microwave, satellite, radio and infrared). In order to have a better
understanding of wireless channel, it is necessary to study its characteristics and
variation over time and over frequency. In free-space channel, the signal follows one
path and arrives at the receiver with a little attenuation, but it is not the same case for
the practical channel, where the signal undergoes many changes through its travel:
reflects, diffracts, and scatters from many obstacles presented in its way. The
combination of the different signal pathways is termed as multipath fading or multipath
propagation. These fading phenomena can be classified into two main groups known as
large scale fading and small scale fading.

Large-scale fading concept is used to describe the signal level at the receiver after
traveling over a large area, where the fading in this type is mainly caused by two
effects: path loss where the loss in the signal power occurs because of the distance
between the transmitter and receiver according to the type of the environment (rural,
urban), and shadowing which occurs when large objects such as buildings block the
signal and causes a permanent decrease in the power in that regions.

While the small-scale fading concept is used to describe the signal levels at the
receiver after standing up to obstacles near the receiver. The common effect on the
signal in this case is the Doppler shift, which is the change in the signal frequency when
the receiver moves relatively to the transmitter (the received frequency is higher from
the transmitted when the receiver approaches the transmitter), and according to this, the
small-scale fading channels can be classified into slow fading where the symbol
duration is smaller than the coherence time (where the coherence time is a statistical
measure of the time duration in which the channel response is invariant, in other words,
it is a parameter which measures the similarity of the channel response at different
times) and fast fading where the symbol duration is larger than the coherence time,
therefore, the signal changes dramatically within very small distance. In this study the

channels are assumed to be in a slow fading environment.
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Figure 2.1 shows the effects of path loss, shadowing and multipath fading
phenomena on the received-to-transmitted power ratio as a function of the distance

between the transmitter and the receiver [44].
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Figure 2.1 — Path loss, slow and fast fading versus distance [44].

2.1.1 Fading Channel Models

Modelling the channel propagation is as important as designing and analysing the
performance of the system. As the radio-wave signal through channels undergoes many
effects characterized by multipath fading and shadowing, these effects must be
modelled in order to simulate the signal properly mathematically. Modelling of such
fading channels is typically a complex process, many statistical models for fading
channels described by their distributions are provided in [45]. In this section, a brief

description about Rayleigh and Nakagami fading channel models are provided.

Rayleigh Fading Channel Model

It is used to model the channel when there is no dominant signal, which means
that no line of sight (LOS) component of the signal from transmitter to receiver is
existed. The received signal in this case consists of reflecting and scattering waves from

different directions, which is modelled by Rayleigh distribution.
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The probability density function (PDF) of Rayleigh fading distribution is given as

fx(x)zize’xz/mz, X >0, (2.1)
where Q is the average received signal envelop power. The envelop x is exponentially
distributed with the PDF

—AX

f(x)=4e ", 1>0, (2.2)

where A is the rate parameter.

When LOS component exists, the received signal can be expressed as random
multipath components overlaying on the important signal and its PDF follows Rician
distribution, which is known with its complexity. However, the long distance fading

effects are described by Nakagami distribution.

Nakagami-m Fading Channel Model

Nakagami distribution describes the magnitude of the received envelope subject to
a multipath propagation with a relatively larger time-delay spread. In [46], Nakagami
distribution is presented as the appropriate statistical model for describing the mobile
channel modelling. However, Nakagami fading model considered as the most
appropriate channel modelling for several reasons, for example, Nakagami modelling is
more universality as Rayeleigh and Rician are special cases of it and can approximate
them very well, even that it has a simpler probability density function. Furthermore,
Nakagami distribution can model fading conditions more severe or less than that of
Rayleigh. It is shown in [47] that Nakagami distribution the best fit for urban and indoor
multipath propagation [48]. Furthermore, it offers closed form analytical expressions
which are difficult to achieve otherwise [49]. In this dissertation, it is supposed that the
power gains of the channels are Nakagami distributed.

The Probability density function of Nakagami distribution for a random variable

channel gain a is given in [46, eq. (11)] as

2
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where m is Nakagami fading parameter describes the fading degree of propagation field
due to scattering and multipath interference process, which is inversely proportional to
multipath fading severity, and Q is the average received envelop power of multipath
propagation, they are given in the following expressions

m=€’(a’)/var(a’),Q=E(a’) m=21/2, (2.4)

where E(.) is the expectation function. The function r (.) expresses the gamma function

[50] and the squared envelop s =«a® represents the instantaneous power which is

gamma distributed as follows

m

L e o B =0. (2.5)
(m)

(mY)
f - | —
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Nakagami-m distribution formula represents the Rayleigh distribution with an
exponentially distributed instantaneous power and one-sided Gaussian distribution as
special cases of m=1 and m=0.5, respectively. For a better understanding of the
Nakagami-m probability distribution function, it is important to understand the

derivation of it, Nakagami-m formula is provided in more details in [48].

2.1.2 Channel State Information

Channel State Information (CSI) refers to the available knowledge of the channel
properties that affect the propagation of the signal from the transmitter to the receiver
and the propagation environment. The most important rule in spectrum sharing is
adapting the secondary user parameters in order not to exceed the tolerable interference
level at the primary user, and in order to fulfil this condition, information about the
channel states especially the channel between the secondary transmitter and primary
receiver are needed. The availability of CSI at the transmitter allows it to adapt its
transmission signal according to the current channel conditions, which is crucial for
achieving a reliable communication with high data rates. CSI can be estimated at the

receiver, usually quantized, and fed back to the transmitter.
To estimate the channel condition, secondary user sends a probing signal to the

primary receiver where in turn sends back the adaptations [51]. Another way in
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estimation the channel state is the listening to the feedback control signals from the
primary user; hence secondary user can obtain indirect information about the
interference it generates and manage its parameters depending on it [52]. CSI could be

in one of the following forms:

e Instantaneous CSI: the channel conditions are perfectly known and the
transmission could be perfectly adapted.

e Statistical CSI: only channel statistics are available (type of fading and
distribution parameters). Here the CSI can be estimated and the

transmission power can be optimized.

Practically, obtaining CSI is limited by how fast the channel conditions are
changing, where in fast fading systems only statistical CSI is reasonable. On the other
hand, in slow fading systems instantaneous CSI can be estimated with reasonable
accuracy and used for transmission adaptation for some time before being outdated to
be used in estimating the system characteristics. In practical wireless communication

systems, CSlI is always somewhere between the two previous forms.

2.2 Channel Capacity

The channel capacity was first introduced by Shannon in 1949 [53] as the
maximum data rate that could be supported by the channel without error or with a small

probability of error (even with a noisy channel).

The channel inherently adds to the transmitted signal through some noise, which
means an undesirable effect on the signal. This noise comes from variety of independent
sources: the noise in the receiver equipment (which is known as thermal noise),
atmospheric noise and random interference. Noise is independent of the signal
information and the fading characterization of the channel, thus, it is usually known and
modelled as Additive White Gaussian Noise (AWGN). The effect of the noise on the
signal can be reduced by increasing the transmitting power, but this can lead to more
power consumption, beside to that, the available channel bandwidth is limited. Based on
Information Theory, the channel has a certain capacity for transmitting information; it is

often measured by its bandwidth in Hertz [Hz] or its data rate in bits per second [bps].
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The capacity of an AWGN channel is given as
C =Blog,(1+SNR) [bits/s], (2.6)

where B is the transmission bandwidth and SNR is the signal-to-noise ratio. It could be
normalized with unit bandwidth (B = 1 Hz) and expressed by bits/s/Hz or bits per
channel use (bpcu). However in some cases, the neperian logarithm (log) is used in
order to simplify calculations and avoid having the constant log (2) on the results. In
this case, the capacity is expressed in nats per channel use (npcu).

The parameter SNR is a measure of the sensitivity performance and is usually
taken at the receiver; it compares the level of the desired signal to the level of the
background noise. The average transmitted signal power is denoted byp , and the
channel power gain by g, which follows a given distribution like Rayleigh or Nakagami.

The availability of CSI knowledge at the transmitter and/or the receiver affects the value
of the SNR as well as the capacity of the channel [54]. Let N, denotes the noise
spectral density, and B the signal bandwidth then the average SNR, which is usually
measured in decibels (dB), can be written as

SNR =7 =Pg/N,B>0. 2.7)

Then the capacity can be expressed as Shannon-Hartely theorem [55, eq. (15.7)]

| 28)

(
C=Blog,|1+
N,B )

Figure 2.2 shows the channel capacity with bandwidth and power limited regimes.
When SNR is large (SNR>>0dB), the capacity is logarithmic in power and
approximately linear in bandwidth and this is known as the bandwidth-limited regime.
Whereas when SNR is small (SNR<<0dB, B goes to infinity), the capacity

c ~(P/N,)log, (e) is linear in power but insensitive to bandwidth, this is known as the

power-limited regime.
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Figure 2.2 — Capacity of AWGN with Bandwidth and Power Limited Regimes.

2.2.1 Ergodic Capacity

The ergodicity aspect describes systems having the same behavior averaging over
time and over space. Hence, ergodic channel is the channel where the randomness of the
channel gain can be averaged out over time (like AWGN channels). In non-ergodic
channel, the channel gain process is a random variable and does not change with the
time (stationary) but not ergodic; the average is not very useful in non-ergodic channels
since it will change with every new transmission.

Furthermore, in fading channel where its behaviour is changing dynamically and
the transmission data takes place over all fading states (even in deep fades), ergodic
capacity is computed. Shannon capacity of fading channel which is referred to it as
ergodic capacity is given as

©

Cerg=JBlogz(1+y)p(y)dy, (2.9)

0

where vy is the signal-to-noise ratio, and p () is the probability density function (PDF)

of SNR which depends on the fading distribution in the channel. Since that in this
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dissertation the basic point is analysing the effect of interference signal from primary
user to the performance of secondary user in the presence of noise at the receiver, signal
to interference and noise ratio (SINR) is computed instead of SNR. Ergodic capacity

then will be computed using (2.9) when y=SINR and p () is the PDF of SINR. More

about analysing SINR and deriving its statistical characteristics is provided in the

following chapters.

2.2.2 Outage Capacity and Outage Probability

When the channel is a slowly varying, the instantaneous signal-to-noise ratio (y) is
assumed to be constant for a large number of symbols, and then it is said that the
channel is in outage. In other words, the channel goes in outage when the supported

information rate falls below a threshold data rate, which is the minimum received
signal-to-noise ratioy_. . Specifically, a design parameter P, is selected to indicate the

probability that the system cannot successfully decode the transmitted symbols. Hence

the outage probability can be expressed as
Pout = p (7<7min ) (2'10)

For received SNRs below the thresholdy the received symbols cannot be

successfully decoded with probability equals to 1, and the system declares an outage. As
SNR increases, the outage probability decreases. In other words, the probability of
outage characterizes the probability of the loss in data and it is expressed as the
Cumulative Distribution Function (CDF) of the instantaneous signal-to-noise ratio or
the instantaneous channel capacity.

When a system is in outage, the largest constant data rate at a certain outage
probability is called outage capacity, which is the symbols that are successfully decoded
with a probability equals to (1 — Poy). Outage capacity is given in the following

expression

C,.=Blog,(1+7,.) (2.11)
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2.3 Resource Allocation and Power Control

The idea of spectrum sharing systems is that secondary users can coexist with the
primary users and transmit through the same spectrum, as long as their transmission
from does not affect the quality of the primary signal. In order to protect PU and limit
the interference caused from SU and maintain an acceptable QoS of primary user,

different constraints and power control schemes can be applied.

If the channel power gain for the links from SU transmitter to SU receiver and
from SU-Tx to the primary receiver are denoted by yi, y», respectively. For a given
transmit power at the secondary transmitter Psy.tx, the most common ways to protect
PU are by applying peak or average interference power constraints at the primary
receiver. This concept has been proposed by FCC under the interference temperature
model [33]. where in this model each primary user has its interference limit, which
defines how much interference and noise can tolerated in order to guarantee a certain
quality of service. Interference threshold Qp, or equivalently interference temperature T,
(where Qp=kBT, and k is Boltzmann constant, B available bandwidth) is the direct
measure of the maximal level of the interference that is primary user willing to tolerate
at the input of its receiver. Interference threshold Q, is a parameter that should usually
be set by regulatory agency or other body that monitors the spectral use in the given
area. Some practical implementations of considered interference temperature model are
discussed in details in [56] and [57].

However, the most difficulty in the interference temperature model is to major the
value of the interference limit at PU-Rx. In general the interference power constraint
value depends on various parameters of PU transmission such as the type of primary
receiver and characteristics of the service that PU network provides, and usually it is set

by the regulatory agency or the responsible station in that given spectrum band.

Under the peak interference power constraint Qp, the interference at the input of

the primary receiver must be below the threshold Q, and is given by

IPU—RX = Psu Y2 S Qp’ (212)
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and for the average interference power constraint can be expressed as
E [PSU—TxyZ]S Qav' (213)

In various papers that analyse the performances of spectrum sharing systems for
different system scenarios and propagation environments the maximal peak interference
power threshold limits is mostly set to 20dB, while the minimum threshold value is
usually set within between -20dB and 0dB [58] and [59]. Motivated by these important
analyses, in this dissertation, the analysis are conducted for the same interference power
limits. Furthermore, with the aim of maximizing the clarity and the visibility of
important effects in the figures, the results are presented for the range [-10, 20] dB as
the outage probability values are unacceptably high for the lower values of Q.

The effect of secondary user power transmission on primary user and how the
value of peak interference power constraint can be decided depending on it is discussed

in the final chapter practically using USRP platforms.

Moreover, a constraint on the transmit power of the secondary transmitter can be
taken into account in its peak and average version. The peak transmit power constraint
and the average transmit power constraint can be expressed in (2.14) and (2.15),

respectively.

P <P, (2.14)

SU -Tx pk

E[Py r]< P, (2.15)

SU -Tx

Different papers have analysed the performances of cognitive radio system for
different power control schemes. In [55], the capacity of the secondary link for different
fading distributions under peak and average interference power constraints was derived.
The analysis has been extended to the case of average and peak transmission power
constraints in [59]. Different types of capacities and outage probability were studied
subject to different combinations of peak/average transmit and/or peak/average receive
(interference) power constraints, where it was noticed that the SU capacity is
maximized under the average over the peak transmit/interference power constraint. On
the other hand, [60] has studied the performance of primary system under average and
peak interference power constraints, where it has been shown that the average

interference power constraints can be more advantageous than the peak constraints for
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minimizing the losses in PU link capacity as well as for maximizing the cognitive radio

throughput.

Another constraint can be used beside to the interference and transmit power
constraints is the outage probability constraint [61]. In order to protect the primary user
transmission, the outage probability at primary receiver should not fall below a given
threshold. Subject to the outage probability constraint and average/peak transmit power
constraint, new optimal power allocation strategies have been developed to maximize

the outage capacity in the secondary link.

Another method for protecting the PU transmission was applied in [62], where a

minimum value for signal-to-interference and noise ratio (SINR) at PU-Rx has been

considered and any value below » is not accepted. If the transmit power of the primary

user is denoted by Ppu.tx, the channel power gain of PU link is denoted by y and the

additive white Gaussian noise variance at primary receiver is expressed by o ., then the

SINR at PU-Rx must be

P
_ pu-TxYp >y (216)

yPU*Rx 2
P + o0,

SU -Tx yZ

Applying SINR constraint in order to protect PU, no need for a fixed interference
constraint at PU, which could be a benefit to secondary link when the channel between
PU-Tx and PU-Rx is strong enough to provide a good SINR. However, this type of
constraint and what provides from relaxing in the tolerable interference constraint, in
addition to a various possibilities of CSI availability for primary and secondary links at
the secondary transmitter were well discussed in [62].

2.4 Diversity Techniques

In order to improve the system performance in flat fading channels, diversity is
usually employed to reduce the fading depth effect on the received signal compared to
the single antenna system. It is based on the fact that an individual channel experience
different levels of fading and interference, where one path may undergo a deep fade, the

other independent path has a strong signal. Multiple versions of the same signal may be
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transmitted and/or received and combined in the receiver. Many diversity techniques are
employed in wireless communication systems, like frequency diversity, time diversity,
and spatial diversity. Spatial diversity is the most widely used diversity technique
because it is easy to implement and it’s cost effective and very simple [63] Spatial
diversity can be applied at the receiver (SIMO, Receiver diversity), or at the transmitter
(MISO transmit diversity), or at both transmitter and receiver to obtain multi-input
multi-output (MIMO) system. The antennas should be at enough distance, ideally
separated by one half or more wavelengths so that the received signals undergo
independent fading. Although, wide distance is required between antennas for obtaining
low correlation between channels but close distance is also required to synthesize to
make a narrow beam not generating grating lobes which prevent introducing

interference.

Furthermore, wireless channels suffer of co-channel interference (CCI) from other
cells that share the same frequency channel, leading to distortion of the desired signal.
In this dissertation, analysing the co-channel interference from primary transmission on
the received signal at the secondary receiver is essential. Therefore, applying multiple
antennas has been analysed in order to improve the system performance, where he

average increase in signal power is proportional to the number of receive antennas [64].

Various linear combining strategies are used in order to combine the received
data, such as maximal ratio combining (MRC), equal gain combining (EG) and selective
combining (SC). The combining strategies can be applied to any type of diversity; it
combines the independent fading versions of the signal. Mainly, the combining is

applied in reception; however it is possible to be applied in transmission.

2.4.1 Maximal Ratio Combining (MRC)

In the case of maximum ratio combining, the received signals from all diversity
branches are co-phased and weighted before summing. The configuration of MRC
applied at the receiver with N receive antennas is shown in Figure 2.3. The weights are
chosen to be proportional to the respective signals level for maximizing the average

possible SNR at the receiver. The signals from strong diversity branches, which have
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low level noise, are weighted more comparing to the signals from the weak branches

with high level of noise.

w |

1'1"_1
Channel 2
I

W,

N

Figure 2.3 — MRC structure.

The average SNR (r,) of the combined signal is equal to the sum of the

individual average SNRs as [65]
=Xn=Xr (2.17)

where it is assumed that each channel has the same average SNR given as y, =T .
Hence, MRC can give an acceptable average SNR, even when none of the individual »,

is acceptable. Figure 2.4 presents the channel quality at a receiver employed with 3

antennas after applying MRC.

Even if MRC is more complex than the other diversity combining techniques, but
it has the most effective performance in achieving high SNR and minimizing the bit

error rate comparing with the other techniques [66].

In cognitive radio system, in order to improving the performances of secondary
user, various diversity combining techniques have been studied, like MRC and selection
combining (SC) in [67]. Furthermore, ergodic capacity of system applying MRC in
Nakagami fading has been derived in [68]. Performance improvement of underlay
spectrum sharing under the co-channel interference effect applying MRC at the receiver

with imperfect channel state information (CSl) has been studied in this work.
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Figure 2.4 — Effect of MRC on the channel capacity.

2.4.2 Alamouti Orthogonal Space Time Block Codes (OSTBC)

Assuming a multi-input single-output (MISO) with M transmit antennas transmits
a multiple versions of the signal to enable coherent combining at the receiver. The
transmitter can transmit signals without any information about the channel, which is
called open loop mode. Or in the other mode, closed loop mode, the receiver sends
information about CSI to the transmitter to adjust its transmission. Transmit diversity
uses one of the following methods: receiver-based transmit selection, transmit
redundancy, and orthogonal space time block codes (OSTBC) [69], which Alamouti
scheme is a special case of it where M=2 [70].

The pioneering work of Alamouti [67] has been a basis to create OSTBCs for
more than two transmit antennas. The Alamouti code promises full diversity and full
data rate in case of two transmit antennas. The key feature of this scheme is the
orthogonality between the signal’s vectors transmitted over the two transmit antennas.
This scheme was generalized to an arbitrary number of transmit antennas by applying
the theory of orthogonal design [71]. The generalized schemes are referred to as space-

time block codes [69].
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Orthogonal Space time block codes perform two-dimensional mapping in time
and space over transmit antennas. In general form OSTBC can be seen as (n; xXM)
transmission matrix, where M is the number of transmit antennas, and n; is the number
of time periods for transmission one block of coded symbols. To understand OSTBC,
we will take the special case of it which is Alamouti scheme.

If we have a transmission sequence like [x1, x2], in normal transmission, we will
be sending x; in the first time period via all transmit antennas simultaneously, which are
M=2, and x; in the second time period. However, using Alamouti, we will send during
the first transmission period, the symbols x;and x.are transmitted simultaneously from
antenna one and antenna two respectively. In the second transmission period, the

symbol -x, is transmitted from antenna one and the symbol x; from transmit antenna

two according to the following code matrix.
X =1 ° , 2.18
i\— X; X;J ( )

Where the first row represents the first transmission period and the second row

represents the second transmission period. The two rows and columns of X are
orthogonal to each other [72]. This property enables the receiver to detect x, and x, by a

simple linear signal processing operation

. 2
H |— Xy X2—|}—X1 _Xz—}_ﬂxl

. =(Ix] + %[ )1,. (2.19)
X, X1J|_Xz X, L 0 |X1|2+|X2|2J (| | |)

where I, is a (2 x 2) identity matrix.

Figure 2.5 compares between the transmit diversity and receive diversity through
MRC and Alamouti schemes through evaluating the bit error rate (BER) for Binary
Phase Shift Keying (BPSK) modulation in Rayleigh fading distribution.

From simulation results, it can be seen that increasing the number of transmit
antennas can provide significant performance gain. One of the most important
advantages of OSTBC:s is the fact that increasing the number of transmit antennas does
not increase the decoding complexity substantially, due to the fact that only linear

processing is required for decoding.
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Figure 2.5 — Transmit diversity vs. receive diversity.
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3. Statistical properties of spectrum sharing

systems with co-channel interference

The basic idea in this chapter is analyzing the effect of the co-channel Nakagami
distributed interference signal that primary user (PU) originates from to the secondary
user’s (SU) performances. The performance of the secondary user is studied by deriving
the outage probability and the moments of the signal to interference and noise ratio at
the output of secondary receiver. The derivations are done for the both cases of perfect
and outdated Channel State Information (CSI) of the link between the secondary
transmitter (SU-Tx) and the primary receiver (PU-Rx). Underlay spectrum sharing in
cognitive radio is analyzed under both of the constraints: peak interference power
constraint at the primary receiver and maximal transmission power constraint at the

secondary transmitter.

In underlay concept, the secondary user can coexists with the primary user in the
same band of spectrum as long as the interference caused by the secondary transmission
is under a predefined threshold, in order to protect the primary user, which is also
known as the interference temperature concept [33]. The received power at the primary
receiver can be constrained by an average or peak interference power value (AIP or PIP,
respectively). Optimal power allocation strategy for secondary user under received
power constraints is analysed in [58] for different types of fading models (e.g. Rayleigh,
Nakagami and log-normal fading). It is found that a constraint on the received-power is
fundamentally equivalent to one on the transmitted-power. Furthermore, the work [58]

analysed the secondary link performance under average and peak interference power
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constraint for the single antenna primary and secondary terminals, where in the

extended work [72] it is analysed for the case of asymmetric fading Rayleigh/Rician.

On the other hand, the author in [73] compared between the impact of the long-
term (average) and the short-term (peak) received power constraint to the performances
of secondary link. It is observed that the average interference power constraint based
optimal power control performs better than the peak interference power constraint based
one. Furthermore, the average interference power constraint results in larger capacities

than peak one for both cognitive radio and primary system transmissions

The analysis to the case when the transmission power of the secondary user is also
constrained is presented in [59], where optimal power allocation strategies have been
analysed for various combination of transmit (average/peak) and received
(average/peak) power constraints. The results showed a gain in the secondary capacity

under the average over the peak transmit/receive power constraints.

Perfect knowledge of channel state information of the channel from SU-Tx to
PU-RX is supposed in all the previous works, furthermore, in [75] and [76] the studies
were done relating on the additional channel state knowledge of the primary link. Both
papers proposed a new power control strategy which serves as an alternative way to
protect the primary user's transmission. Proposed strategies lead to easiness in the
cognitive radio functions in addition to capacity gains for both the primary and

secondary systems over the conventional policy.

Achieving the optimal system performance requires that the secondary transmitter
acquires full channel state information knowledge of the link between its transmitter and
primary receiver, which is used to calculate the maximum allowable transmission power
in order to limit the interference caused by secondary transmitter to primary receiver.
All the above studies assume perfect or full channel knowledge, which is very difficult
to implement in practice even when there is cooperation between the secondary and
primary users. A few recent papers address this concern by investigating the
performance analysis with various forms of partial CSI available at secondary
transmitter. With an assumption of perfect knowledge of CSI of the secondary link,
authors in [77] studied the effect of the imperfect channel information of the link
between SU-Tx and PU-Rx under average interference power constraint for Rayleigh

flat-fading channels.
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However the interference from the primary transmission to the secondary receiver
has been ignored in all of the previous mentioned works. The impact of co-channel
interference and fading to the performances of wireless communications systems is well

studied for various propagation conditions and system architectures [78] — [80].

The influence of primary’s transmission on the secondary link performance of
underlay cognitive radio systems is analysed in [81] for the case of Rayleigh fading
environment under peak received interference power constraint considering imperfect
CSI knowledge case of the channel from SU-Tx to PU-Rx. Closed-form expression of
secondary link capacity is derived taking into account a probability of exceeding the
interference constraint at the primary receiver due to the incorrectly measured gain of

the link from secondary transmitter to primary receiver.

Furthermore, the effect of outdated channel state information and corresponding
power adaptation along with the optimum power allocation under the average received-
power constraint is considered in [82] for the case of Rayleigh distributed fading. The
power margin required to satisfy the interference outage probability at the primary user
under the peak received-power constraint is provided. Outage probability of secondary
link and minimizing it is studied in [83] with quantized CSI under average transmit
power constraint at secondary transmitter and peak interference power constraint at the
primary receiver. For analytical simplicity, the interference from the primary transmitter
to secondary receiver is neglected; therefore, the derived outage probability in [83] can

be taken as lower bounds on the actual outage under primary-induced interference.

However, the impact of primary signal’s interference on the secondary
performances for the case of Nakagami propagation is analysed in [84], but no closed-
form expression for the outage probability of the signal-to-interference and noise ratio
(SINR) is provided, where it is derived in [85].

Specifically in this chapter:

e Statistical analysis of signal to interference and noise ratio for the case of
perfect CSI.

e Statistical analysis of signal to interference and noise ratio for the case of
outdated CSI.
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e Probability density function, outage probability and moments of SINR are
derived in final expressions.
e Corollary cases are discussed depending on the value of the transmit power

constraint compared to the peak interference power one.

3.1 Cognitive Radio System Model with Perfect CSI

A simple underlay spectrum sharing scenario is considered, where a secondary
user and a licensed user (primary user) share the same narrow-band frequency with a
bandwidth B for transmission. All terminals are assumed to be equipped with a single
antenna as the system model is shown in Figure 3.1. A slow fading environment is

assumed, where the channel changes at a rate much slower than the data rate.

All the channels have been assumed to be subjected to the same conditions. Thus,
y;i denotes the fading envelops, where i=1, 2, 3, in the channels between secondary
transmitter and receiver SU-RXx, secondary transmitter and primary receiver PU-Rx, and
between primary transmitter PU-Tx and secondary receiver, respectively.
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Figure 3.1 — Cognitive radio system model with co-channel interference.
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In underlay spectrum sharing as it is mentioned previously, secondary user can
transmit and coexist in the same band with primary user as long as the transmission of
SU does not affect the quality of the transmission of PU. Secondary user transmission
power is defined as Psy.tx. The interference that can be tolerated by primary user is
known as the interference power constraint, Qp. In every moment, secondary user must

adapt its transmission power to fulfill the following rule
szsu -Tx < Qp' (31)

At the output of secondary receiver, signal to interference and noise ratio (SINR),
which is denoted as v, is the ratio of the received signal power, Psy.rx at secondary

receiver to the interference power (P,) caused by the primary user transmission and the
AWGN noise power at the receiver which has the common distribution cN (0,5 °)
(circularly symmetric complex Gaussian variables with zero mean and variance ¢°).

The received power at the secondary user is equal to

Psu _rx = ¥1Psy 10 (32)
where Psy.1« fulfills the condition given in (3.1) to be equal to
P o (33)
Y,

The transmission power of the primary user is equal toP,,; hence the

transmission power from primary user multiplied by the channel power gain of the
channel between primary transmitter and secondary receiver, ys represents the

interference power at the secondary receiver

P =P (3.4)

PU y3'

Depending on the previous expressions (3.2) and (3.3), SINR can be written as the

following expression

P R y,P -
y = sy R. _ 1 SU-T —. (35)
P, + noise P + 0o

PU y3
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When the interference value is much bigger than the noise power (P,, > o°),

then we have an interference-limited case where SINR in (3.5) will be simplified into

SIR as follows

P P
SIR — }/ — SU -Rx = yl SU -Tx . (3.6)

P, + noise Y,Psy

On the other hand when the interference is much smaller than the noise (
P., < o), then the interference can be neglected to have a noise-limited case, and the

PU

expression (3.5) is simplified into SNR as

P P
SN R =y = SU -Rx = yl SL;-TX ) (3.7)
P, + noise o
Substituting the value of secondary user transmission power (3.1) in the
expression (3.5), SINR is written as

LITET A 2 (3.8)

PPUy3+62 Y, PPU(y3+62/PPU)’

substituting x = yl/( y, +o°/P,, ), SINR can be written in the form

P 2 X (3.9)
P P

PU ru Yo

In order to protect the primary user, another constraint has been applied in the
studies, which is the maximum allowable transmission power of secondary transmitter,
Pm. Therefore, the transmission power of secondary user is adapted according to the
both constraints, the peak interference and transmission power constraints to be given in
the following expression

(9

p :min|Pm,—
N

SU -Tx
Y,

(3.10)

Ne——

in other words, it can be written as
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( Q,

I:>m’ y2 < —
Pm
PSU -Tx (311)
| Qp Q
¥, >—.
l yZ IDm
Substituting (3.11) in (3.8), SINR expression can be written as
[P Q,
X, y, < —
P PPU F)m
y = SU-Tx o _ (312)
Pou | Q, x Q,
—, Y,>—.
L PPU yz Pm

For the case when the transmission power of SU-Tx is unlimited (P, > Q ),

(3.10)will be adapted according to (3.3) and SINR in this case will be reduced to

P, S X (3.13)
P P

PU PU y2

Whereas in the region whenq > p_, the system in this case presents the system

with fixed (non-adaptable) transmission power where SINR reduces to

y= Ty = Dy, (3.14)

3.1.1 Probability Density Function of SINR

It is assumed that the fading envelops in each particular link are independent and
identically distributed (i. i. d.) random variables (RVs) following the Nakagami
distribution with a fading parameter m; in the corresponding channel, where i =1, 2, 3.
The Probability Density Function (PDF) of the fading envelop is given as [58, eq. (14)]

2m; -1

2h,

S ) (3.15)
(2)" T (m,)

o, (hy)

where 4, = E {hf}/mi and E {.} isthe expectation operator.
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Whereby the previous definition of fading envelops, the corresponding channel
power gain is defined as y; =|hi|* and the corresponding PDF expression is given with
[86, eq. (16)]

m; -1

Y e—y./l.l

- y, >0, (3.16)
A" (m,)

f, (y)=
To derive the probability density function of SINR, the linear transformation of
RVs [87] is applied on the two segments of (3.12) to get
f(7Po 1P (7P, 1Q,)

fy(y):?'[ ny(yz)dyz"' J Q /(P y) fyz(yz)dyz' (3.17)
m PU Q. /Py, p PU 72

where f (x)is the probability density function of the variable x = yl/(yB +o-2/PPU)

which we get it by applying the linear transformation as x = y, /w , then applying the

transformation of two random variables [87, eq. (6-63)] using the substitution z=y;/w,

t=w to obtain the joint PDF of the variables x and w as follows
fou (ow) = [3]x £ (xw) £, (w), (3.18)
where Jacobean matrix is defines as [87, eq. (6-64)]

5 B(xw)/ax a(xw)/aw _ |W| (3.19)
aw/ax aw/aw

then applying the PDF of y; in the equation (3.18) to write the PDF of x as follows

+00

[wt, (xw) £, (wydw= [ (y,+0 /P )f (x(y,+0 1P)) T, (y,)dy,

0

f (%)
(3.20)

2
m, -1 e—xcr /(},1PF,u ) +o — Y| —+— |
my-1 L4 4

J(y3+52/PPU)m1y3 g

0

X

AT (M)A, T (m,)

using the binomial function [88, eq. (1.111)] and the expression of incomplete gamma
function in [88, eq. (8.350-2)], the PDF of x is obtained as

m, -k

- (mﬂM(i_l\ e ) erle’x"Z/“leu)

fX(X):ZL || | omy

kol K ) T(m)C(m) (4, ) (4P ) (X+Zl//13)

(3.21)
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It can be written in a shortcut form as follows

K™ e—xaz/(ilPPU )

f(x)_Za — (3.22)
ko (x4, +4,)

where

u :(ml\Mﬁ%k( o \| _ (3.23)
I'(m)r(my) \A:Pey )

Applying the PDF of x as it is written in (3.22) in the expression (3.17)

_re
(p "™ N B
L)=1==1 X a - [ oy ey, |
UPn ) kmo (#A,Pay [P+ 4,) Lxl Jir(m,) |
24
(6, " |r e [
P m, -1 m, +o© e MY p 2
il . | 3 mf Sal [ oyrm? —dy, |.
Q, r(m, ) o |LQp,pm (7Y,4:Poy 1Q, + 4,) J|

Using some substitutions and following the derivation steps given in Appendix 3 —

A, the final PDF expression of SINR is given as follows

()= fﬂle \ma S(my) r(k+m,) I( N e |r1 r(m,Q, /Pl
4 r +m -
kﬂ'3p OL Jr(ml)r(mli)kﬁ'lpm} (7/+/IP /ﬂ’gppu )k 3|_ F(mZ) J
o’ 4,Q
. @ #oPeu 72 AsPey § (ml\ r(k+m,) |( o \|m1k mlgrl(ml +m, _1\(_1)m1+m2_|_1
4 kZOL k Jr(ml)r(mz)r(mS)KlSPPU ) 1=0 L I J
( 2 Q \mfrm +k Ifl(}/ﬂIZG2 my+k-1-1 (I ) }/o‘zﬂ,z n ﬂ,lQp 70_21 + 2 Qp \
x| ——— 1 rjr-—k-m 1, ,
Lyﬂzlsppu)' /11Qp ' J L o ﬂ“lﬂzpm ' yﬂ“ZiSPPU
(3.25)

whereas r (.,.) denotes the upper incomplete Gamma function [50, eq. (6.5.3)].
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For the integer value of the first argument of incomplete Gamma function it can
be expressed in a simpler form using the identities [88, eq. (3.351-2)] and [50, egs.
(6.5.15) and (6.5.19)]

[ a-1
I(a—l)'egz—gj? @ >0
El(g) a =0
r(a,g)=| (3.26)
L_iyeT a1y il
(-1) LS e
| |E1(g)_e gz j+1 |
[ (o)t (o)) e

3.1.2 Outage Probability of SINR

Outage probability is an important parameter in evaluating systems. As it is
mentioned previously, outage probability is defined as the probability that the received
SINR goes below a defined threshold p, given by the expression

P = [ f,(r)dy=1-[1 (r)dy, (3.27)

where f,(y) is the PDF of SINR given in the closed-form in (3.25), therefore

P., [@o!Fn ]
Pout(p)zl__| J fyz(yz)dy2|'ffx(7/PPU/Pm)dy
Pm L 0 P
(3.28)
j Vot (%) [ £ (7Y.Pey /Q, ) drdy,.
p Q, /P, p
Let us define
Q, /P, ‘|oo
a(p)= =251 [ £, (v,)dy, [ £, (7P 1P, )d7, (3.29)
P | G .
and
b(p) = (v, )j (7v,Py 1Q,)dydy,. (3.30)
p Q, /P,
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The derivation of outage probability of SINR is explained in the Appendix 3 — B
in details, where by applying [88, eq. (2.323)] and some additional substitutions, we get

m(m) T(k+m) [ T(M,Q,/4,P)]1m m -1}
a(p):ZL J (+m)|1— 'y J(_1)1
ol Kk )T(m ) (m,) | r(m,) Tl ]
(3.31)
(o? Y\ = a2 )
x | | e T l-k-m, +1, + [
kﬂ'SPPU) K ﬂ’lpm ASPPU)
and
[ 49, Y po? 1)
eLﬁlstuJLllQD /‘»ZJ m, -1 K (k\l“(m3+|)( CTZ \k—l
b(p)= - > J | |
r(m,)r(m,)a,” % Ul k! (A,Pp, )
my +k-L k-1 N G W ym
Ly (Mt e AAQ, (3.32)
o L j J 2Q, + 2,p0"
( /‘ilQp \m2+m3+|—1—i ( (Qp Z’]_Qp \(pO'Z 1 \\
x| ———| Cfj-m,-1+1,] —+ | +— .
KpﬂSPPU ) t \Pm pﬂ'BPPU )Lﬂ'lQp j'ZJJ

Finally the last expression of outage probability is computed using the following
P (p)=1-a(p)-b(p). (3.33)

In the region Py, << Qp, The incomplete gamma function in eq. (3.32) is equal to
zero and b(p) =0. Then, the expression in the square brackets in eq. (3.31) has a unit

value and the outage probability in this case can be simplified into

2
my

(m) T(k+m,) "'(m -1)

P =1— ¢ -
o (P) € kZUL K Jr(ml)r(mS) HJL ' J( !
(3.34)
(et VT po’ o' )
><| | r||—k—m3+l’ * '
k/13PPU ) \ ﬂ'lpm A3PPU J

It should be noticed that in this region the maximum transmit power constraint

dominates, and the outage probability does not depend on the predefined threshold Q.
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This case corresponds to the system with fixed (hon-adaptable) power of secondary

transmitter.

In the region Q, << Py, the expression in the square brackets in eq. (3.31) is equal
to zero and a(p) =0. Then the simplified outage probability expression can be written

in the following form

Pout (P) =1~ Zk[

r(mz)r(mg,)//{’zmz k=0 1=0

me +k-1 k-1 w0 A2 )
Ly (M e _ AAQ (3.35)
=) 4Q, +2,p0"

m,+my+1-1-j (

|( ﬂlQp 3 /11Qp \\(paz 1\\

| r j—m3—I+1,|—p+ | +— .
kpﬂ'SPPU ) kpm plSPPU } ﬂ'lQp ]'2

The performance of outage probability as a function of the peak interference
power constraint Q, under different values of fading parameters is discussed in the
Figures 3.2, 3.3 and 3.4. It is supposed that SU has perfect channel knowledge about the
channel between SU-Tx and PU-Rx under other various conditions. In these three
figures, it is supposed that the channels have a unit power, 4i=1/m; (i= 1, 2, 3 denoting
the corresponding channels). The two special cases when Py, << Q, and Q, << Py, are
plotted in the figures to be as references for the different results. The analytical results
are plotted using (3.31) - (3.33), and asymptotic behaviours using (3.34) and (3.35).

It is noticed that the outage probability decreases with the increase of interference
power constraint Q,, which is already noticed for the case of Rayleigh fading channel in
[79].

The impact of the fading parameter (m;) in the secondary link, and the SINR
threshold (p) on the performance of outage probability is presented in Figure 3.3,
applying a transmit power constraint P,=10 and fading parameters m,= m3;=3. The
increase in m; value decreases the outage probability for a fixed Qp as it is noticed in
[89]. The signal goes in outage, when the received signal to noise and interference ratio

drops under a defined threshold p. Therefore, outage probability of SINR is the
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probability that the received SINR goes under this threshold. As expected, the outage
probability decreases for higher SINR threshold, which is in agreement with the results
from [78] and [79].
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Figure 3.2 — Outage probability for noise and interference limited cases when

m,=m;=3, 4;=1/m; and P,=10 for various values of SINR-threshold and m;.

These results are experienced under two limited scenarios, the noise-limited case
(Ppu=0 with 02:1) and the co-channel interference-limited case (02—>0 with Ppy=1).
When the co-channel interference is negligible compared to the noise power (noise-
limited case), the outage probability has lower values for high Q, compared with the
interference-limited case. While when the interference from PU dominates, the system
has better performance for lower values of Qp. The last effect is more noticeable for
larger value of fading parameter m;. The difference between these two curves
(Interference limited and noise limited curves) decreases for the lower value of SINR
threshold and the same value of m; as it can be seen in the Figure 3.2,

In Figure 3.3, the effect of the fading parameter in the channel between primary

transmitter and secondary receiver (mg) for different values of the co-channel

46



interference power (Ppy) on the outage probability performance is studied. It is
supposed that the transmission power is limited with the constraint P,=10, SINR
threshold p =6 dB, and the fading parameters are equal to m; = m, = 2. For a fixed value
of Qp, SINR increases as the interference signal goes smaller, therefore the outage
probability decreases with the decrease of the co-channel interference value from PU.
On the other hand, the effect of msz can be concluded in that: the raise of mz value
increases the outage probability, where the increase of ms means that the effect of
fading decreases and this allows the transmission of PU making a higher interference to
the SU-Rx, which in its turn decreases the SINR value at the receiver.

10"

— = — my=E, w *=0.01, analytinl _

%  my=3, o 20,01, Wimukaion WK

..... my =5, o %=0.0001, anaktioal .
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o my=1,a %=0.01, dmutstion :

= = = my=1, g “==0.0001, analyticsl

Outage Probability. P .

"

— e ek
- -

- o o w—

-10 -5 d ] 10

Figure 3.3 — Outage probability in the presence and absence of noise when m;=m,=2,

Ai=1/m;, Pn,=10, p=6dB for different values of co-channel interference and ms.

It is good to mention that the presence of noise can be neglected if o° << m,,P

3" PU

(e.g.0*=0.01, P,, =1, m,2, =1), but it cannot be neglected even if the noise power is

one order of magnitude smaller than m 4,P

3" PU

(e.g.0"=0.01 P,, =0.4, m 2, =0.5).

Comparing the results in Figure 3.2 and Figure 3.3, it can be observed that the impact of

ms is smaller than the impact of m; on the outage probability performance.
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In the previous two figures has been analysed the effect of the fading parameters
in the SU channel and the interference channel between PU-Tx and SU-Tx, (m; and mg,
respectively) on the performance of outage probability. Whereas the effect of the fading
parameter in the channel from secondary transmitter to primary receiver, my, is
presented in Figure 3.4 for different values of the transmit power constraint at the

secondary transmitter. The analysis in this Figure is limited to the interference-limited
case (o << m,2,P,, ) when my= ms= 2 and SINR threshold p =0 dB. As the transmit
power increases, SINR value increases which lowers the outages probability for a fixed
value of Q,. While, for a fixed transmission power, the outage probability decreases
with the increase of interference power constraint till it reaches to a floor for the larger

values of Q, (where the value of Q, is much bigger than Py,).

5
n-ﬂ
% ﬁ___m2-1,ana|yﬂu| N
o . . 4
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g 10} =10, anaivtical 55555'P;5:5555
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._._.m2=1ﬂlmptnﬂﬂpm}:;qp Coee P . /#’ R
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-10 5 [ 5 10 18 20

Q, indB

Figure 3.4 — Outage probability for different values of Py, and m,, when my=m3;=2,
Ai=1/mj, Ppy=1and p=0dB.

For the effect of my, it can be differentiated between two regions according to the

value of the interference power constraint. The increase of m, increases the outage
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probability for small values of Q,, while it decreases outage probability for larger values
of Qp. One more thing is nice to be mentioned that in the region wherer < Q , the
outage floor has the same value for various value of m, and fixed Pn. This effect
corresponds to the one that was noticed in [79], where the capacity of the noise-limited

system was analysed.

3.1.3 Moments of SINR

The n-th moment of SINR is given as [87, eq. (7-1)]

+0

E(r")=[ 7"t (r)dr, (3.36)

where £ () isthe PDF of SINR given in equation (3.25), therefore using (3.17)

e, e 1
E(r") =12 7" (rPay 1R AZ L[ 1, (v:) 0y, |
S 1L | (3.37)

o

Py o [~ ]
_Q _[ yzfyz(y2)|J‘7 fx(yyZPPU/Qp)dy‘dyZ'
i

P Q,/P, 0

Applying the substitution t=y, +o°/p,, and then following the derivation

explained in Appendix 3 — C, the closed-form expression for the moments of SINR can

be obtained as

JZ/ZSPPU ( \n ["M( \ m1+n—1( _1\
e AP m m,.+n m,+n-1-1
E o 1" m % 1 (k 1 -1 1
) r(ml)r(mS)Lj’SPPUJ %LkZ::oL "J ) IZ‘; L ' J( )
(o2 " o> [ T, Q, /(4,P))]
| | F|I—k—m3+1, |1—
\/‘Lsppu) N L )L 1“(mz)
r(moen)( Q, ) " m, -1 —e2 Y o ) [ Q, \1
+ | | | ‘ F|k—n+1, [T m,-n, [t
1—‘(mz) K’izpm) kZOL k J\lsppu] K ;!'BPPU) \ izpm J

(3.38)
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3.2 Cognitive Radio System Model with Outdated CSI

Perfect Channel State Information (CSI) is usually assumed to simplify the study;
where the information is provided to the secondary transmitter by the band manager or
by a feedback signal from the primary receiver when the primary and secondary users
cooperate with each other. However in practical systems, the situation is different.

In this section, due to the critical importance of the channel state information of
the channel between secondary transmitter and primary receiver in protecting the
primary user from the secondary transmission’s interference, it has been assumed that
no full knowledge of CSl is available at the secondary user. Practically, even if there is
cooperation between the secondary and primary user, the feedback signal could be
delayed by a 7 time due to the fading in the channel. Moreover, the fading is not static

and changes through the time, therefore the secondary user will adapt its power

transmission according to the previous CSI valuey, which is called outdated CSI

instead of the right valuey,. The concept of outdated channel state information is

explained in Figure 3.5.

Figure 3.5 — Outdated CSI concept.

The measure of “similarity” between the actual value of channel power gain y;
and the corresponding estimated value y, is represented by the correlation coefficient

R. In general, correlation coefficient depends on Doppler speed fp and delay z, it is
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given byr =3, (27 f,z), where Jo(-) is modified Bessel function of zeroth order and

first kind. As the similarity between the actual value and estimated one of the channel
power gain is higher, the correlation coefficient, R, goes to 1 and the delay 7 goes to 0.
On the other hand, as the CSI gets more outdated, the correlation coefficient value gets

samller toword 0 and the time delay in feedback signal gets bigger.

The random variables y, and y, , actual and outdated value for the channel power

gain of the channel between SU-Tx and PU-RX, respectively, are not independent and
their mutual dependence is described through a joint PDF given in [90] as

e ( )
£, (0) = ) 2 (3.39)
(1-R*)T(m,)R™ 2" 7| (1-R%) 4,

where In—1(+) is modified Bessel function of (m—21)-th order and first kind, and R is the

correlation coefficient.

Since fulfilling the strict rule given in the expression (3.1), which protects the
primary receiver, is such difficult; the primary user allows the secondary transmitter to
exceed the value of the peak interference power constraint with a maximal permitted
probability of interference outage represented by P, expressed in the following

expression
Po:Pr{Psufo(R'yz)yzzQp}' (340)

Secondary user from its side, in order to protect the primary user through the
outdated CSI case, uses a protection factor represented as k,. Secondary transmitter, in
order not to exceed the interference constraint level at primary user, minimizes its
transmission power in each moment by the value of k,. Therefore, secondary

transmission power can be written as [79, eq. (27)]
P, . =minik —= P |, (3.41)

furthermore,

(P, ) skon/Pm,

P = 3.42
SU -Tx ikon/Y/z, yz>kDQp/Pm- ( )
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Protection coefficient k, depends on the correlation coefficient R and the
permitted values of interference power constraint Qp, transmission power constraint Pp,
and probability of interference outage P, , where k, = ko (R, Qp, Pm, Po). In each
moment k, <1 when outdated CSI is available, while it is equal to k, =1 for the case of
perfect CSI where secondary transmitter transmits with its actual adapted transmission
power value without any reduction.

Substituting equation (3.41) in (3.40), the maximal permitted probability of
interference outage can be written as follows

P, = Prlminlko?—"yz,myzlZQ,JL S PRI S VL

l L% J J L P

Furthermore, the probability of permitted interference outage can be written in the
integral form as [79] by substituting the joint PDF of RVs y, and ¥, in the previous

equation to get

o

PU=J'

/P

J' f, , (u,v)dvdu. (3.44)

In the special case when transmit power of SU-Tx is not limited (P, — ), the

condition (3.1) reduces into [79, eq. (30)], where the interference constraint is dominant,

and the transmission power of SU-Tx is adapted to PSU*TX:kUQp/)?z, then the

interference outage probability is given as

k
e B E (3.45)
y k

LY. J LYo J

where in this case, the protection coefficient k, does not depend on the threshold Qp, but
only on the fading parameters and permitted probability of interference outage Po.

Applying the power constraints and substituting the secondary transmission power
given in (3.41) in the expression of SINR given in (3.5), signal to interference and noise

ratio for the outdated CSI case is given as follows
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[ kQ, V. /Y, ~k,Q,

>
P (y,+a’1P,) P
y = PU \ V3 PU (346)
| Pmyl ~ kon
- y, < .
[Py (v, + 07 1P,) P

Definingx = y, / (y, + * /1 P, ), the previous equation can be rewritten in the form

(kQ, x KkQ,
Py, T e
y m
yo | (3.47)
| F)m ~ kOQP
X y, <
{ PPU Pm

3.2.1 Probability Density Function of SINR

To get the closed-form expression of probability density function of SINR for the

case of outdated CSlI, the linear transformation of RVs is applied on both segments of

(3.47) to get
k,Q /P,
g (yP, 1P = A (7P Y, 1Q,)
f = T f (9,)dy, + f.(y,)dy,. 3.48
’ (y) { Pm / PPU YZ( ) ko,Q, /P, Qp /(PPU yz) YQ( ) ( )

Following the same sequence of operations and calculations described in

Appendix 3 — A deriving for the perfect CSI case, the final expression is given in

() |(PPU \| z g e e rl r(m,.k,Q,/P,)1
V)= o, | - |
¥ k+mg
N P ) k=0 (7ﬂ“3ppu I'P, +’11) L r(m;) J
y(rzlz+£1kDQp
- < - - - m,+my,+k-1-1
o ThhaPe My MTlim o am 1) e ( A k,Q A
el I [ o
A, T(m,) (5o 4,7 1=0 I \ 74,45P5y )
(Vo e 2.+ A,k.Q 22,0+ Ak Q )
oA yo + o yo + o
S A Cll-k-m,+1, S L L G L
ﬂlkon /11Pm’12 7’12’13PPU

where «, is given in (3.23).
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For the special case when the transmission power of secondary user is not limited
(Pm—), i.e. Pn>>Q,, the interference constraint power dominates and the transmission

power is written as P, ., = k,Q, /¥, , therefore the expression (3.48) is written as

f,v (}/): .[ f7|92 (7|(92 > kon/Pm)) fyz (yz)dyz'
(3.50)

0
A (r 1(k,Q, TP Y,))
kon / PPU )72

fy, (9,)0Y,,

0

where f,(x) is given in (3.22), and after substituting it with the probability density

function of the channel power gain y, , we get

,( yol L]

-9,
kems o A Myi+m, -1 L

™ m, -1 m, [k \ o a
LT Y. ° a5, (3.51)

fy(V):( Pru| z 2 % | o
LkonJ A,°T(m,) S\ v A4,PLy ) 0 (yz+/11/}//13PPU) 3

Applying the substitution y, + 2,/»4,P,, =t and the binomial expansion [88, eq.
(1.111)], the integral will be simplified to the identity of incomplete gamma function

[50, eq. (6.5.3)]. Then the probability density function of SINR can be simplified into

2,
yo 42+41k0Qp
m,+m,+k-1-1

f (y) _ 723245Ppy Zmi ak migz’l( m1 + rn2 _ 1\ ( /,tlkoQ . \
’ 7A3mlr(m2) k=0 ’11m3+k 1=0 L I J ky’%z’?’sppu )
(3.52)
my+k-1-1
m,+m 7I—1( yo 212 \ ( 0'2 /‘leon \
x(=1) —+1 Ljl-k-m,+1, + .
ﬂ'lkon k ’13PPU 7/1213PPU )

For the opposite special case when transmission power constraint of secondary

user dominates (Pn<<Qp), the transmission power will be equal toP,, ., = P, , which is

valid for the system with a fixed transmission power value. Then (3.48) will be

simplified into

= [ f (7105, <k,Q, IP)) f, (9,)dY,,

0

(3.53)

f (y 1 (P, IP,,))" " X R
= PU J‘ f, (9,)dy,,
I:)m/PPU 0
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which can be written after substituting the PDF of x (3.22) as

2
yo

m
1
my my

(P, yM e M 1 e g ]
f7 (}/) = | z ak k+m, | m, I y2 ’ e e dyZ | (354)
UPu ) o (#AP., 1P +4,) "4 T(m,) |

3 PU

—

Then the probability density function is given in the form

(PPU \ml m, m171e,y52/11Pm |' F(mz,kon / Pm)‘l
= | Y a, 4 |1 |- (3.55)
U P ) koo (#A,Poy 1P+ 4,) L r(m,) |

3" PU

f,(7)

3.2.2 Outage Probability of SINR

The closed-form expression of outage probability is derived using (3.27), where

f (r)Iis the probability density function of SINR given in (3.49) when the available

channel knowledge is outdated, hence

_ [%Qp /P 1
Poux(p):]‘_ PPUJ-fX(j/PPU/Pm)d}/L J. fyz(yz)dyz|
mop 0

(3.56)

+o0 0

p
- I 92f92(§/2)jfx(yyzppu/kon)dydyz'
kon konle

P

Following the same process described in Appendix 3-B, the final closed-form

expression of outage probability for the outdated CSI case is given in the form

Pulp)=1-a(p)-b(p), (3.57)
where
e’ P T T(m, k,Q, (A4, )T (m)
a(p) = |1~ |ZL Jr(k+m3)
r(m)r(m,)| r(m,) kol K
(3.58)
mmoo1y et T po? o )
X -1 | | rjl-k-m,+1, + |-
1=0 I J k/lappu ) k ﬂ'le j’appu )
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and

o2 A1k Qp

"
23Ppy  PA223Ppy m, -1

e T (M) o2 ) T M e k=1
_ -1
) 1ﬂ(r’nz)r(r’na)}”zmz k=0 IZ::OLIJ k! ‘KEBPPUJ %0 L J J(

b(p

jm=my—l+1 m,+m,+l-1-j
([ aa,kQ, ) (Ak,Q, ) [ (Q, 4Q, M po? «
x | —— | FLJ—m3—I+1,|—+

0

1K,Q, + A,p0" VIR \P, AP, L 4Q, " 2,
(3.59)
In the region Pp, << Q,, the outage probability expression in (3.56) is simplified

into

0

P [ 1
Pout(p) =1- - J. fx (}/PPU / Pm )d}/| J. fy2 (92)dyz |' (360)
P 5 ]

m-p

to be written in the closed-form as

m; (ml\ eO' /)~3Ppu r(k + ms)mlil(ml _1\

P :1_ _l m, -1-1
oul(p) kZ:OL k J F(ml)r(m3) |:0k I J( )
(3.61)
( 02 \ml+m3—lf| pO'z 02 \
><| | F||_k_m3+1' * '
klgppu ) k j“1Pm A3PPU )

While in the region Q, << Py, the simplified outage probability is expressed only
by the modified b(p) as follows

o’ A1k, Qp )
Pl I
e

(k)
r(m,)r(m,)4,” kz=0 k! Z:E)L'M%Ppu )|

[
L;"SPPU PiyA3Poy m, -1 r (m + I) k
Pou: (,D) =1-
I

m,+my+l-1-j

m2+k’1(m2 + k _1\ m,+k-1-j ( /l1kon \

x -1 _ (3.62)
JZ:O L ] J( ) |Kp’lsppu )|
[ aakae, VU 4Q, (po’ k)

x r|j-m,—-l+1,——— +—=11.
blkon N p,IZO-ZJ L pAP., Llep A, U

The impact of the outdated CSI of the link from secondary transmitter to primary

receiver on the system performances is analysed in the following paragraph.
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Figure 3.6 represents the dependence of the protection coefficient k, on both the
fading parameter m, and the channel correlation coefficient R. The protection
coefficient is calculated numerically from equation (3.45) for fixed values of probability
of interference outage P,= 0.01, transmission power constraint P,=10 dB and different
values of interference power constraint Q,. As it is mentioned earlier that when R has
higher values, the outdated CSI value is more similar to the accurate one and in this case
ko goes to 1. On the other hand, for a given correlation factor, the higher values of mj,

the closer value of k, to 1.

Since the primary receiver has its constraint power for protection Qp, it is noticed
that the protection coefficient k, increases as the primary user can tolerate higher value

of interference, Q, gets bigger, then the secondary user can transmit higher power.

1 | |
0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Correlation coefficient, R

0 1 | |

Figure 3.6 — Dependence of protection coefficient for various values of m, and
constraint Q, when A,=1/m,, P»,=10dB and P,=0.01.

How the outdated channel state information affect the performance of outage
probability? The answer is given in Figure 3.7 for different values of the probability of

interference outage (P,) and correlation coefficient (R). The results are plotted when
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m;=m,=m3=5 and SINR threshold p=6dB. It has been seen in Figure 3.6 that as the
correlation coefficient goes bigger, the protection factor goes to 1 which in turn
increases the transmission power of the secondary transmitter. The increase of
transmission power increases SINR value which results in a lower outage probability;
this has been confirmed in Figure 3.7. On the other hand, for the same value of
correlation coefficient R, outage probability is higher in the case when the permitted

outage in interference constraint is more rigorous.

In the region Py, << Qp, outage probability does not depend on the values of R and

P, and converges to the case of perfect CSI.

o
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T
=~ '
i

analytical, perfect| - \ :
*  simulation, perfect| -\ '} Ml SRR
— % — Pm<<Qp, perfect : : :
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—a=— R=0.8, P°=0.1
| —v— R=0.9, P =0.01
—a— R=0.8, P°=0.01 |
0I41e+e|e—;*—* —F k= K=k — % —
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Qp in dB

o
[e)

Outage Probability, P_
o
N

o
o

Figure 3.7 — Outage probability for outdated CSI when mi= 5, 4= 1/ m;, Ppy= ¢°= 0.5,

p=6dB and various values of R and P,.
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3.2.3 Moments of SINR at the SU-Rx

The n-th moment of SINR is given in the equation (3.36), where f () is the PDF

of SINR given in equation (3.49) for the outdated CSI case. Using some expressions as

it is done for the case of perfect CSI explained in Appendix 3 — D; the final closed-form
expression for the moments is

(") g7 /e ‘ulpm \| %( Ok )Z Hm, o) e
= X +m _
’ r(ml)r(ms)\lsppu) LkZOL J = L I J
(2 VT o? [ T(m,.kQ, /(4,P,))]
| F|I—k—m3+1 ||1— |
\ 45Ppy ) k 2Pey )| r(m,) ]
r(men)(k,Q, ) MmN —e? )T o ) ([ ka\l
+ | | | ‘ T‘k—n+1 |F|m—n |
F(mz) k’q‘zpm) kZOL k Jk/%PPUJ k 3 PU) k Pm )J

(3.63)

In the region Py, << Qp, equation (3.63) reduces into the expression for the case of
fixed (non-adaptable) transmit power at SU-Tx as

E( n) eaz/ﬂ Feu (ﬂp \ [ 1\r(k )m+n 1(m +n_1\
+ m
) o ap | 2L =)
(3.64)
m1+n—1—|( 0'2 \mﬁms_l_l ( O'z \
x (1) | Cl-k-m,+1, I
kﬂ“appu) N A3PPU)

While in the region P,>>Q,, the expression of moments is valid for unlimited
transmission power of the SU-Tx

2
o

r(m,+n)C(m,-n)e ””(ﬂkQ \

E(y")=
(7 ) l“(ml)l“(mz)l“(ms) A, A4Poy,
(3.65)
nm, o1y e ) ( o2 )
x ) ’ J|_ | Il k-n+1, |.
k=0 \ ﬂzppu) \ /13PPU)
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First Moment (Mean Value)

The most effective use from the moments is to calculate the first moment when

(n=1) which gives the mean value of SINR

N G B e LA RN R P
= X + -
’ r(ml)r(mn'wsppuj' LZ:OUJ ’ EL )
O.Z m1+m3—lfl 62 lk / l P
A PR RS UL TG (3.66)
K;{'SPPU} K /‘LSPPU)L F(mZ) J
F(mo+1)(kQ " m -1V —o? O\ (e ) [ koop\l
+ | | F|k, \F|m2—1, | .
r(mz) \ﬂ’zpm)kzot k Jkﬁ’sppuj \ ’Isppuj \ ﬂ“zpm )J

It is interesting that for Rayleigh fading and when A;=1/m;, the mean value does

not depend on the parameter m; as we obtain

m,-1-k

o2 /(23Poy ) m3—1( _ 2 2
e m, N -o? ) 3
E(?’):—ZL JI | Ik, |
r(m,) = k Kﬂ“sppu ) N 23Pey )
(3.67)

[ T(m, k,Q, 1 (2,PNT (k,Q, /24,P) [ kOQp\l

x{(P, 1 2,P,, )| 1~ | - rym,-1,——|;.

L r(m,) ] A,T(m,) ( A,P, }J

Using the equation (3.66), the mean value of received signal to interference and
noise ratio is presented as a function of the interference power constraint Q, in Figure
3.8. It is assumed that perfect CSI is available to the secondary user (k,=1) and

my=m,=mz=2. The analysis is studied for different values of transmission power

2

constraint Py, and interference-to-noise ratio (INR) values, where INR = m_A,P, /o

considering the case when the total average interference co-channel Ppy, and noise
power at the receiver have fixed value Ppy+o=1. Numerical results are obtained using
(3.63), (3.64) and (3.65) when n=L1.

As expected, the mean value of SINR increases with the raise of interference
power constraint Q,. On the other hand, for a fixed Q, average SINR increases for
larger values of transmit power constraint Pn. Furthermore, for a given value of Py,

with the increase of INR, the average value of SINR increases.
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Figure 3.8 — Mean value of SINR for various values of P, and INR when m;= 2,
Ai=1/m;, k=1, and Ppy+o°=1.

This indicates that the quality of secondary link should be improved in the case
when INR=10dB (interference >> noise, interference-limited case) compared to the case
where INR=-10dB (interference << noise, noise-limited case). However, this conclusion
seems to be in contradiction with the effect noticed in Figure 3.2, where the presence of
interference is more critical than the noise as it results in a higher outage probability.

This effect can be explained by calculating the amount of fading (AF), which is

usually, computed using the moments of SINR given in

ap O _(\/EW )-(E)) CEGY
E(y)° E(y)° E(y)"

(3.68)

The amount of fading is defined as the ratio of the received signal variance to its

mean value square.

The importance of AF is to understand how it is in some cases larger outage

probability gives a better quality in the system as it is explained in Figure 3.9.
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Figure 3.9 — Amount of fading for SINR, mi=2, 4i=1/m;, Pn=5, Ppy+c*=1.

The results clearly show that the amount of fading decreases as Qp increases. For
the case of interference-limited system (INR=10dB), it can be noticed that AF>1 in the
whole range of Q. Therefore, even in the cases when SINR mean value is much larger

than threshold (E(y)>>p), the random process At) is more frequently below the
threshold due to the large value of & ?* (the fluctuations of the signal). However, when

system is dominantly limited by noise (INR=-10dB), the AF decreases faster and for the
large values of Qp, we have AF<1. In the noise-limited systems this results in a lower
outage probability for large Q,, although the average value of SINR is smaller than it is
in the PU interference-limited case. This effect is more noticeable for large values of the
fading parameter my, which corresponds to the numerical results presented in Figure
3.2.
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Appendix 3 - A

To derive of the closed form expression of PDF for SINR, that is given in

equation (3.25) for perfect CSI case, beginning from the equation (3.24)

(p. Y m 7m“1e7;"1pm [ 1 ol m-1 - |
L= =] Y e, o J oy e ay,
N Pm ) k=0 (7/7'3PPU /Pm +ﬁ'1) Lizzr(mz) 0 J
m |— *Yz;—yﬁz +L.} —|
( ! m, -1 1 | A LMQ" AZJ |
}/ m;,+m,— e
+{ PUJ m, ak| _[ y21 o k+my dy2|’
Q, ) A T(M,) T g, (7Y,45Ppy 1Q, + 4,) |
] I @Al
using [88, eq. (8.350-2)], it can be seen easily that
Q,/P
1 Pl ) r(m,Q, /P
L e gy, oq o M@ /), (3A2)
/7'21F(m2) 0 r(mZ)

The other integral can be also easily expressed as a summation of incomplete

Gamma functions [88, eq. (8.350-2)] after substitutingy, + 4,Q, /r4,P,, =t and

applying the binomial expansions [88, eq. (1.111)] to get

o’ 4Q,
MK im, -
I gfru ThhPeu M (ml\ r'k+m,) |( o’ \| vt l(ml+ m, 71\( 1)m1+m27,71
v kZOL k r(m1)r(mz)r(m3)kisppu ) 1=0 L I J
D TR LA T 21 4 2.0 2420 )
yes yo + yo +
><|A 729 4 Cll-k-m,+1, R 2 __1Tr .
\71213PPU ) j“l(gp /‘Llj'Z Pm 7/1223PPU
(3A.3)

Substituting (3A.2) and (3A.3) in the equation (3A.1), the final closed-form for
probability density function of SINR is obtained.
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Appendix 3-B

Starting from the outage probability expression given in (3.28), the first integral
defined in (3.29) can be solved first by substituting the PDF of x given in (3.22) and the
PDF of y, given in (3.16) to get

M1 m; o m; -1 7ycrz/()vP ) er/Pm m,-1

Za J- g k+m3d7| I yzz

Pm) k=0 7/13PPU/P + 4 1 L 0 lzzr(mz)

a(p) =

1
e V% dy, I, (3B.1)
]

Substituting (3A.2) and applying the substitution t=y + 4P /(P,,4,)and the
binomial expansion, the final expression of (3B.1) is given in (3.31).

For the second integral defined in (3.30), after using the PDF of x and y, given in
(3.22) and (3.16), respectively, incomplete gamma function expression and binomial
expansion [88, egs. (8.350-2) and (1.111)] are applied to get

b(p) = ) ZU

r(m,)r(m,)A4, 2/1 _ ! =0

(3B.2)

+1

( L\
Xr(m3+|)‘ | m,+
pPPU ) Q,/P, <y2+ﬂ'1Qp/pﬂ'3PPU)

using the substitution t = y, + 2,Q , /p4,P,, , the equation (3B.2) can be written as

mg+l-k

1 ™k ( 2" Mlka '
b(p)- oy den i N AL el |
C(m)T(m,)A,%4,° 2o k5 U P.. \ 7Poy )
(3B.3)
myrk-1-j  AknQu( ye? k) [ po? 1)
m, +k— l(m +k—l\( Z,k Q \ /17/1 S +0 ) —_t ey
» L | J' | e“PP“L w2, ) | ti ™l x> AZJdt.
i=0 J k 7/13PPU ) KnQ, /Py +A

Finally, applying the identity [88, eg. (8.350-2)], the last form of (3B.3) integral is
given in (3.32).
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Appendix 3-C

Starting from the expression given in (3.37), the first part is given as

ot (r (P IR ) 1
E(r")=]7 [ f (v dy, ldy, (3C.1)
0 Pm/PPU L 0

which can be solved substitutingt =  + 4,P_ / (4,P,,), using the binomial expansion and

the expression for uncompleted gamma function to get

ecr /Astu ( llpm \ [ m, ( m1+n—1(ml+ ﬂ—l\

ml\ my+n-1-1

E.(r")= x 4 C(k+m,) -1

U Fmormotae, | 1B 2o
(3C.2)

(o2 " o> [ T(m,.Q,/(4,P,))

| | F|I—k—m3+1, Hl— |-

kj’3PPU ) k 2“3PPU )|_ r(mZ) J

The second part is given as
)= [ | LR, 1By (3C.3)
2\Y )= vor, Y, y,ar, .
'([QPJ:P”\ ' Qp/(PPUyZ)

following the same process like the outage probability derivation from (3B.2) to

(3B.3)to get the final expression for the second part as follows

Al /P, )'T(m. +n . m; -1 -1
Ez(]/n): 1 (Qp PU) ( 1+ m) eo— /Aappu Z (m3 \
r(m,)rC(m,)C(m,)4,4," k:OL k J
(3C.4)
(Ce ™ ot ) ([ Q, )
x| | A, | k-n+1, [T | m,-n, |-
kPPU ) k /13PPU) k ﬂ'ZPm

Substituting (3C.2) and (3C.4) in (3.37), the closed-form expression for the
moments of SINR is given in (3.38).
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4. Spectrum sharing systems with co-channel

interference and MRC diversity technique

It is well known that Maximal Ratio Combining (MRC) is the optimal combining
diversity technique that maximizes the output signal-to-noise ratio (SNR) [91]. In this
chapter, the analysis of a spectrum sharing system employing MRC at the secondary
receiver in Nakagami fading environment is presented. The co-channel interference
from the primary transmitter to secondary receiver is considered under the constraints of
peak interference power at primary receiver and maximal transmit power at secondary
transmitter. Three cases of Channel State Information (CSI) of the channel from SU-Tx
to PU-Rx perfect: perfect, outdated and mean value based power allocation (statistical)
have been analyzed. The results in this chapter are part from the published results in the

international journal Frequenz [58].

The enhancement of the secondary link capacity by employing MRC at the
secondary receiver under average transmit power constraint is proposed in [92], while it
is studied under average interference power constraint in [67]. The closed-form
expression of ergodic capacity for the secondary link is derived, where the authors have
analyzed the case when the secondary link is under Rayleigh fading and the primary
link is under Nakagami fading distribution, while the exact capacity expressions for
Nakagami propagation are provided in [86]. Furthermore, the case when both the SU’s
transmit power and the peak interference power at PU receiver are limited is analyzed in
[93], and in [94] with Orthogonal Space Time Block Codes (OSTBC) but only the
approximate capacity expressions are provided for Rayleigh fading, while the closed-

form expressions are given in [95]. For Nakagami fading environment, ergodic capacity
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expression is derived in [96] but it is limited to the case when the instantaneous power

gain from secondary transmitter to primary receiver is perfectly known.

The impact of imperfect channel state information of the link between secondary
transmitter and primary receiver on cognitive radio system performance with MRC is
studied in [97] for Rayleigh fading environment under average transmit power constrain
only. It is shown that even when the estimation error variance in the CSI is large,
increasing the degrees of MRC combining diversity could achieve more capacity than
in estimation error free case. In mobile radio systems, antenna diversity is used to
combat fading and reduce the impact of co-channel interference. Analysis given in [98]
illustrates the improvement of the system performance in the presence of co-channel

interference signal due to application of the MRC technique.

Outage probability in mobile radio system that uses MRC is derived in a closed
form in the presence of multiple interferers [99]. Moreover, the performances of MRC
are studied for Nakagami fading environment considering multiple equal power co-
channel interferers and the closed-form expression for outage probability of SINR was
derived in [100], while in [101] the expression was derived for the case of arbitrary
power co-channel interference. Furthermore, the closed-form expression for outage
probability in a mobile system is derived and the results indicate that MRC diversity
effectively increases the fading parameter of the signal of interest (SOI) by a factor
equal to the number of diversity branches.

Specifically in this chapter:

e Analysis of signal to interference and noise ratio when MRC is applied at

secondary user.

e Closed-form expressions of probability density function, outage probability, in

addition to the study of outage capacity with MRC diversity technique.

e Three cases of available channel state information have been assumed in the

study: perfect, outdated and statistical CSI.

e Analysis of the noise-free case (SIR) with OSTBC.

e Numerical results are presented for various propagation conditions and the

correctness of analytical results is verified by using an independent simulation

method.
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4.1 Cognitive Radio System with MRC Diversity for Perfect
CSI

This section is extended from the section 3.1 in chapter 3, where the considered
system model is the same but with a maximum ratio combining (MRC) diversity
technique applied at the secondary receiver. System model block is given in Figure 4.1,
where the secondary receiver uses an arbitrary number of antennas ng, while the primary
user is equipped with a single antenna at its transmitter and receiver. We assume a

perfect CSI knowledge of the power gain in all channels.

P e T

Figure 4.1 — Spectrum sharing system model with co-channel interference and receiving

MRC diversity technique.

The fading envelopes in all channels have been assumed to be independent
Nakagami random variables (RVs). Let m; denotes the fading parameter and Ai=E [y;}/m;
is the normalized value of the channel power gain y;, where i=1, 2, 3, respectively,
corresponds to the channels from SU-Tx to SU-Rx, SU-Tx to PU-Rx, and from PU-Tx
to SU-Rx. Furthermore, it is supposed that the fading parameter in all the branches at

secondary receiver is equal tom,, = m , where j=1,... ng

68



The transmission power allocation of secondary transmitter is given in (3.11), and
signal- to interference and noise ratio SINR is given in (3.8) as

y:yl(Qp/yz)zﬁ Q, 1)

PpustrO-2 Y, Ppu(y3+GZ/PPu).

4.1.1 Statistical Characterizations of SINR with MRC

As MRC diversity is employed at the secondary receiver with ng antennas, the

probability density function (PDF) of the equivalent power gain at the secondary link

y, = Z ‘hjr , (i=1,.. ng), where h; is the fading envelop in each branch at the secondary

j=1

receiver, is given as [100, eq. (2)]
()= e e (4.2)
The probability density function of the power gain in the channel from secondary
transmitter to primary receiver is given in (3.16). Although the MRC is applied, the
power gain of the interference from primary transmitter to secondary receiver does not
depend on the number of receive antennas, ng, and the PDF of its channel power gain
can be written as the expression in (3.16) [100, eq. (3)]. Following the same process in
deriving the probability density function for SINR from (3.17)-(3.24) by substituting

every m; with myng, the PDF of SINR with MRC technique at the receiver can be

written as
™2 m.n 2 ming —k mn, -1 7y52//1P
() (%Pm\' g(mm\ r(k+m,) ‘(0' \| et g o [t
)= +m,
’ (45Pey ) k:oL k Jf(mlnR)F(ms)Mle) (r+A,P 14,P,, )k
o’ 4Q,
+ ) myng -k
|’1 F(merp / Pm)—| elgppu 7AyAsPey My (mlnR\ F(k + ms) ‘( O_Z \|
- +
L r(m,) J y k:OL k Jl‘(mlnR)F(mz)F(m3)\/13PpU) (4.3)
m,+m,+k-1-1
mlng+m2—l(m1nR +m2_1\(_1)mlnw+’“z*'*1 |( ﬂlQp \|
1=0 L I J k}/’?’z)‘sppu )
m,+k-1-1
(o2 )V ( yo’l, +AQ yo A, +AQ )
729 14 C|ll-k-m,+1, G R CEEC A
ﬂlQp A AP yA,2,Ppy,

69



where «, is given as

a, = (mlnR\lem313k ‘( g \| . (44)
k Jr(mn,)rm,) \ 4:.Peu )

The closed-form expression for outage probability of SINR with MRC diversity
can be similarly derived following the same procedure given in (3.27)-(3.30) by

substituting each m; with ming to get the final expression of outage probability as

P.(p)=1-a(p)-b(p), Where

Wefmn,) r(k+m,) rl r(m,,Q, /2,P ) I™="(mn_ 1)

a(p) = -
=L Jrmeoren Tty B
(4.9)
mnil?l( GZ \mlnR+m3—1l (,PZ ( 0_2 02 \
(-1 | ”“F|I—k—m +1, + [+
\lSPPU} k ﬂ’lpm /13PPU)
and
[ 24Q, Y po? L\
eLﬂlgPpUJLAIQD AZJ myng -1 K (k\l“(m3+|)( 02 \kfl
b(p)= " ZL J | \
C(m,)rC(m,)4, k=0 1= Ul k! k’isppu)
m,+k-1 _ k—l—'( \\l_ms_Hl
(M gy 440 (4.6)
o L j J LllQp+12po
(aQ, \T (Q, 40, Vpa 1))
x| | j—m, —I+1|—+ —
\ PAsPey ) L PAPe, L%Qp A U

Moreover, the moments of SINR is given in [87, eq. (7.1)], where f () is the

probability density function of SINR given in (4.3), which can be derived in a closed-

form using the same procedure explained in Appendix 3 — C.
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The closed-form for the moments of SINR when only statistical CSl is available at

SU transmitter is given as follows

az/laPPU ( \n [”H"R( \ mlnR+n—1( _1\
e AP m.n mn_+n
E ny 1"m y z 1R I (k Z 1R
(}/ ) F(mlnR)r(m3)kﬂ“3PPU )| ikZOL k J ( +m3) 1=0 L I J

mng+mg-1-1I

ming +n-1-1 [ o g \ o 2

(-1) Cjl-k-m,+1,
\ 43Py ) L 2Py )
4.7)

[ T(m,.Q,/(4,P,)] T(mn,+n)( Q, ) ™*(m, -1)
|1~ |+ ( )| | ZL J
L r(m,) ] r(m,) (4,P, ) oo k

(o2 \" " 2\ ( Q, \1

| | I'|k-n+1, [T|m,-n, [t

kﬂ’3PPU) k 23PPU) k ﬂ’ZPm )J

4.1.2 Statistical Characterizations of SIR with OSTBC

The considered system in this sub-section is when Orthogonal Space Time Block
Codes (OSTBC) are applied at the secondary user with nt antennas at the transmitter
and nr antennas at the receiver, while primary terminal is equipped with a single

antenna as it is shown in Figure 4.2.

PU

Transmitlet

S
Transratiet

Figure 4.2 — Spectrum sharing system model with co-channel interference with OSTBC.
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The fading envelopes between transmit and receive antennas of the secondary user
are denoted by hjj (1<i<nr, 1<j<ng). Furthermore, the fading envelopes between SU
transmit and PU receive antennas are denoted by g; (1<i<nt), while between the primary
transmit and each of the ng SU receive antennas are denoted by v; (1<j<ng). Fading
envelopes are following the Nakagami distribution with fading parameters m;, m,, and

ms, respectively and the corresponding PDFs are defined as [96]

2h2m1—lefh2/),l
f, ()=————— h=0,1<i<n, 1< j<n,, (4.8)
AT (m,)

fo(9)=——————, 920 1<i<n, 4.9

f,(v)=———, v>0,1< j<n,, (4.10)

2}/m1, 2, = E{‘gi r}/m2 and 2, - E{‘Vi 2}/,“3.

The secondary user transmits with the maximal allowable power per transmit

where 4, = E {‘h”

Ny

antenna as it is given in (3.10) where y, is defined asy, = >

i=1

2
gi‘ . The co-channel

signal power transmitted from primary user is given in (3.4), wherey, = %°

j=1

of

Interference-limited scenario is analyzed, where noise power is negligible
compared to the interference at the secondary receiver (¢ * < p, ). Therefore, signal to

interference ratio given will be written as

y:yl(Qp/yz): Y, Q, Y (4.11)

RxP y,¥, RxP

pu Y3 PU

where R is OSTBC rate, and y, = z Z

i=1 j=1

2
h..‘ .
ij

The previous channel power gains follow x* distribution with 2s=2mynng,
2p=2myny, and 2w=2mgsng degrees of freedom, respectively, to get the probability

density function of them as follows

72



s-1 -y, /4

£ () = 22—y, >0, (4.12)
' A, T(s)
p’le"/z/lz
£ (y,) = 22—y, 20, (4.13)
AT (p)
y w—le—ya/};3
f,, (¥5) = = Y, 2 0. (4.14)
? A, T(w)

The probability density function of SIR can be derived first by deriving the PDF
of the ratio of y, /y, using the transformation of random variables [87, eq. (6-63)] and
the identity [88, eq. (2.323)]

(4)°(2,) (s+p-1t 2"

. (4.15)
r'(s)r(p) (z4,+4)°"°

fyl/yz(z) =

Then by using the substitution x=z/y; and t=ys, the joint PDF of x and t is given as

p s _ s-1, w-1_~t/,
f“(x,t)z (A4,) (14,) (s+p-1! (xt)" "t" e 0 (4.16)

()T (s)T(p)T(w) (xta, +4,)""°

After computing the PDF of x, the probability density function of SIR can be

computed applying linear transformation of random variables to get

s-1 +» s+w-1 —1/13

C0) (RxP,, Y (A)"(4,) (s+ p-1)1y t
77 = w
L Q, J (2T ()T (P)T(W) o (14 RP \
L 2 PU +11J
Q,

Using the substitution y = yt4,rRP,, /Q, + 4,and applying [88, eq. (8.350-2)], the

dt. (4.17)

closed-form expression for PDF of SIR is given as

chy

([ Q, ) (A4,) " (s+ p-1)! g7t stwelg 4w — 1)
fy(j/):| w w w+1 z L J
kRXPPu) (’7“3) (/7“2) F(s)l“(p)l“(w) 4 k=0 k
(4.18)
cowt | y2, 2 RP Y 4Q, )
X(fil) 273" TPy Ilk-s-p+1, Shi -
Q, J YA, A,RP.,
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where the incomplete gamma function can be expressed in different expressions

depending on the value of the first argument, as it is given in (3.26).

The probability density function of SIR is presented in Figure 4.3 when the
channels do not have a unit power gain, 1,=1/6, 1,=1/4, 13=1/2, and in Figure 4.4 for the

case of unit power gain. The ratio of @ /p,, is assumed to equal to 1 for different

values of fading parameters in the channels. Alamouti code, as a special case of OSTBC
when (nt=ng=2, R=1) is compared with the case when MRC (nt=1, ng=2) is employed
at SU-Rx. It can be noticed that the dependence of probability density function of SIR
on fading parameters values is less noticeable when the channels have a unit power

gain. Moreover, the analytical results are in agreement with the simulation ones.
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Figure 4.3 — PDF of SIR for Alamouti Figure 4.4 — PDF of SIR for
code scheme and MRC diversity at SU- Alamouti code scheme and MRC diversity
Rx, ),1:]/6, 12:]/4, 23:1/2 at SU-RX, ﬂi=1/mi.

The moments of SIR are derived applying the moment function given in [87, eq.
(7.1)]. By substituting the form of probability density function of SIR (4.18) in (3.36) to
get

(R ) 2°2° ST L
T R Gl e [Erte b 4 —dydt. (4.19)
Q, | 2, T(S)F(p)r(w) 3 0

s+n-1

“ ()-
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Using the substitutiony = yt2,rP,, /Q, +4,, and then applying binomial

expansion [88, egs (8.350-2) and (1.111)], the closed-form expression for the moments

of SIR is obtained as

E(r")

(Q, VW 4 Y

(s+ p-1)!

L RPoy JU A4, ) T(s)T(p)I(w)

s+n71(s +n _1\

Jk—s—p+l’

s+n-k

p>1.

(4.20)

The average SIR is presented when n=1 in Figure 4.5 for the both cases of

Alamouti scheme and MRC. The case when A;=1/m; is considered for different values of

fading parameters in primary and secondary links. It is noticed that for the given set of

parameters, applying more transmit antennas does not give any benefit in the signal

strength, furthermore average SIR has greater values for the case of just one transmit

antenna.
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Figure 4.5 — Comparison between Alamouti and MRC.
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4.2 Cognitive Radio System with MRC Diversity for
Outdated CSI

The considered system in this section is the same one given in Figure 4.1. It is
supposed that the secondary user has outdated channel state information of the channel
power gain, y», the channel from the secondary transmitter to the primary receiver and
full knowledge of the other channels. The maximal transmission power of SU-Tx is
given in (3.42), the probability of permitted interference outage is given in (3.43), where
the protection coefficient can be calculated from (3.45). Furthermore, the signal to
interference and noise ratio is given in (3.46), where the probability density function of
the channel power gains is given in (4.2) for y; and (3.16) for y, and ys.

4.2.1 Statistical Characterizations of SINR with MRC and Outdated
CSlI

In order to derive the probability density function of SINR with MRC for the case

of outdated CSI, it can be started form the expression given in (3.48) to get

( p \mlnR mng 7m1nR71 e APy |— koQp /Py o P —l
f7 (7/) - | PU | @, — | — J~ g, e 95/ dy, |
N P, ) k=0 (713PPU /Pm+ﬂ,l) L/lz r(m,) .
|— _ [ yol +L~{ —|
Mite myng - m;ng +oe ’ 4koQp 2,

( Ppu \ Y ' | A MNg+m, -1 € L J ~ |

+L J m, ak | J. y2 K+my dyz |1

kOQP A7 T(m,) o {_keoulpm (792/13PPU /kon + j’l) J
(4.21)

where «, is given in (4.4). Applying the identities in Appendix 3-A, we can get the
closed-form expression for probability density function of SINR when MRC is applied

for the case of outdated CSI as (3.49) after substituting m, = m n,
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m,n

p \ R mong 7m1nR*le*V‘7 21Pn |— r(mz,kqu / Pm)—|

Z ak k+mg |l_
k=0

(7/13PPu/Pm+/11) |- r(mZ) J|

2
yo 12+ilkqu

e YA, 25Ppy mng ak mlnRerz—l(mlnR + m2 _1\ N
+ m.n Z m,+k Z L J ( 1)
v 1 1=0 I

AT (m,) o A

(4.22)
m,+my+k-I-1 ms+k-1-1
( ﬂlkoQ \ ( }/0'212 \
x| —\ +1
k}/l /13PPU ) j’1kon
( yo A, + AKQ,  yo A, + AkQ, )
x| I-—k-m,+1, + .
ﬂ,leﬂz yﬁ'ZZBPPU

The outage probability can be derived by substituting the expression for PDF of
SINR (4.22) in the outage probability expression given in (3.27)

2
yo

(P \“"* mre o m it AR [ |
Pout(p = J. k+m3d7/| o J. )72 2 1e 95/ dyz |
(P, ) o (74P, | P+ 4)) le r(m,) 3 |
. r , Uk“ +Q\ 1
( PPU \ . |” e . mng+m,-1 L/Ll o ZJ R |
+L J aklj - j y, kantilyclyzl,
kOQP k=0 | Ay T(m,), oQp/Pn (Vyz/lsppu /kon + /11) |
(4.23)

to get the final expression as it is in (3.58) and (3.59) after substituting m, = mn_ as

follows
e P T r(m, k,Q, /(4,P,) 1™ (mn,
a(p) = |1- \ rC(k+m,)
r(mmn)r(m,)| r(m,) jk:oL k J
(4.24)
metmn, -1 et N po?  a? )
X =" | Cjl-k-m,+1, + |
=0 L J \ﬂzppu ) k /7’1Pm /13PPU )
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and

o’ 2.k, Q

+
23Pey P2y 23Ppy myng -1

e

(k)
) = ™ L J | |
r(m)r(m)a,* = - ! k! K’Isppu )

b(p

my k-t k-1 men ALK Vo
§ (m, + ) Ly L Qp ZJ (4.25)
j=0 L J J A’lkqu +12p6
(/llkon \mz+M3+|71*j ( - (Qp /%Qp \(pcrz ko\\
x| ——| Clj-m, -1+, —+ | +— ||
kp’lsppu ) L N Prn pﬂ“sppu )LﬂlQp 2“2 JJ

For the special case when the transmission power of the secondary transmitter is

unlimited (P, — « ), the probability density function of SINR can be simplified into

2,
yo 42+11HRKOQD

m,+my+k-1-1
. ( ) e YAy 23Ppy ER ak m1nR+mz*1(mlnR+m2_1\ |( ﬂ,lkon \|
}/ = m.,n m,+
’ 71’31 Rr(mz) k=0 /7'1 o 1=0 L I J \7/12/13PPU )
(4.26)
m3+k—l—l
mng+m —I—l( 70-2/12 \ ( 62 ﬂ’lkqu \
x (=1) " —+1 F|I—k—m3+l, + |
ﬂ’lkon k lappu 7/12}“3PPU )
then the outage probability is simplified into the expression
( &2 Ak, Q, )
* - k-1
P (p)=1 ebaPPU PhataPeu "“"R’ll"(m3+l)z":(k\( o )
o (P) =1~ . | |
' r(m,)C(m)A kKt o |JK,13PPU)
meak-1 m,+my+1-1-j
2 (m +k—l\ m+——'(/’LkoQ \
S [ A (4.27)
j=0 ] Kp’lsppu )
j-my-1+1
([ 4,4,kQ, Y’ ( 4Q, [ po? k)
x - rfj-m,-I+1,———— +—=1].
Ak,Q, + pi,o PAP, | 4Q, 4,
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While for the other special case, when the transmission power of secondary

transmitter is a fixed value and (P,m<<Qy), the PDF of SINR can be simplified to

m;n
1R

( 1Mr myng -1 ’Vﬁz/llpm r . k /P
(r) =] 2 o, ——— |r1_ SRILLT mﬂ|l (4.28)
UPa ) koo (#A,Py [P +4,) L r(m,) ]

as a result the outage probability for this case is written as

m,Ng (mlnR \ ea /lappu I_,(k " m3)mlnR_l(m1nR _1\

mng-1-1

P :1_ _1 1R
bt (£2) Z:OL Kk r(mn )r(m,) |=0L J( )
(4.29)
[ er YT ot o
><| ‘ r||—k—m3+1, * |
2Py ) k AP APeu )

The outage probability is presented in Figure 4.6 as a function of the peak
interference power constraint Q,, from analytical and asymptotic results to Monte
Carlo simulation, for transmission power constraint P,=20, SINR threshold p=0dB,
fading parameters m=2 (i=1, 2, 3) and different values of the PU's transmit power
Ppu. Two cases are analysed, the case without noise and the case when noise power is
o2 =1, for the scenario when outdated CSI with k,=0.9 is available at SU-Tx. As
expected, the outage probability decreases when MRC with more antennas is
applied at the secondary receiver, and the increase of the transmit power of PU-Tx
increases the outage probability for any number of antennas. It can also be noticed
that when the noise power increases, for any number of receive antenna, outage
probability increases. However, the outage probability decreases with the increase of
Op, and for the high values, when O,>14 dB, the outage probability reaches a
plateau where P,, constraint dominates. The curves are plotted using (4.24), (4.25),
(4.27) and (4.29), the obtained results are verified by simulations.

The Figure 4.7 presents the outage probability as a function of the protection
coefficient k, for the case of outdated CSI, different number of receive antennas, ng, at
secondary receiver when the transmission power constraint is equal to P,=10, the
transmission power of the primary transmitter Ppy=4, SINR threshold p=0 dB.

Furthermore, the fading parameters in all channels are equal to m;=5 (where i =1, 2, 3),

o° =1and two different values of the interference power constraint Q,=2 dB or 4 dB.
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Figure 4.6 — Outage probability for the case of outdated CSI, MRC diversity with ng=1
or ng=2 antennas, P, =20, p=0dB, and various values of Ppy, with and without noise.

As Kk, goes toward 1, outdated CSI is approaching the case of perfect CSI; hence,
outage probability decreases as the value of k, increases for any number of receive
antennas. As it is known, outage probability decreases as the maximal allowed
interference power Qp increases, and this effect is more significant for larger number of
antennas (the slope of the curve is higher). For a fixed value of k,, the raise in the
number of receive antennas decreases the outage probability. Applying MRC with more
receive antennas at SU-Rx can be a reasonable solution in order to obtain a better
performance in the presence of outdated CSI. As it is well known, MRC is the optimal
combining diversity technique for the case of perfect CSlI, and in our results, it can be
noticed that the more receive antennas are applied, the less outage probability is
obtained. Hence, it has been confirmed that MRC can enhance the performance of the

system even in the presence of outdated CSI.
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Figure 4.7 — Outage probability vs. protection coefficient, outdated CSI, Py, =10,
»£=00dB, Ppy=4, Q,=2dB or 4dB, »* -1 and m;=5 (i=1, 2, 3) for different number of

receive antennas ng.

4.3 Cognitive Radio System with MRC Diversity for
Statistical CSI

The imperfect channel state information of the channel from secondary transmitter
to primary receiver has been analysed for the case of outdated CSI, where it supposes
that there is cooperation between primary and secondary user, but in some and maybe
most realistic cases, primary user does not communicate with the secondary user. In this
case, the only available information about the channel state is some statistical
characterization of the channel like the average power gain and the fading parameter in
that channel, which is known as statistical CSI.

The mean value of the power gain in the link from secondary transmitter to

primary receiver is given ase[y,] = m,4, . Using this average value, the transmit power
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of SU-Tx can be adjusted to be the maximal available power that secondary user can
transmit under the peak received power constraint (3.1) regardless the constrain of its

own transmit power as following

Q, ) Q,

. =k, : (4.30)
Ely,] m,4,

PSU ~Tx,max

where ks is the protection parameter that tries to protect the primary receiver in the case
of imperfect CSI, where the primary user allows the secondary user to exceed the value
of peak interference constraint with a maximal permitted probability of interference

outage r", and fulfil the following condition

th

Pr{y,Py +,=Q,}21-PJ". (4.31)

The protection factor ks can be calculated numerically by substituting the mean
value of channel power gain and the transmission value of secondary transmitter given
in (4.30) to get

r(m,,m,/k)/T(m,)=P,", (4.32)

where it can be seen that the protection parameter depends on m, and r". In the special

case of Rayleigh fading (m,=1), the protection parameter k<1 and can be represented in

a closed-form

1

k. = ——.
© log(/P)")

(4.33)

The maximal transmission power of secondary transmitter is constrained by the

transmit power constraint P, therefore the power allocation at SU-Tx is given in the

following
Py o —min [ :Qz P J (4.34)
furthermore,
Pou 1y = <[ " Y20, [P (4.35)

LkSQp/mzﬂ,z, y, > kSQp/Pm,
that for m,=1, ks=1 corresponds to the approach from [102].
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Signal to interference and noise ratio for the case of statistical channel state

information is given as in (3.5), where Pgy.1x is given in (4.36).

4.3.1 Statistical Characterizations of SINR with MRC with Statistical
CSlI

In order to get the probability density function of signal to interference and noise

ratio 7=y1psu_”/(ppuy3+02)by applying the linear transformation of random

variables to get

f(y1(Py , IP
fy (}/) _ X (7/ ( SU -Tx PU )) ’ (4.36)
Py v/ Poy)

SU -Tx

where f (x)is the probability density function of the RV x - Vl/(yﬁoz/Ppu),

following the steps for deriving it in (3.17)-(3.20), the PDF for x can be written as

2 m,ng -k
miNg myNg = %0 " [(4Ppy ) 1R
f ~ Lt C(mng) r(k+m)) A””%k( g’ )
() =3 ay kem, 0 % T 1 As | |
k=0 (XA, + 4,) k r(mn )r(m,) \APey )

(4.37)

Substituting (4.37) in the expression (4.36), the final form for PDF of SINR for

the case of statistical CSI is given as follows

m,np —k 2
LR myng -1 e’y” /(llpsu—Tx)

. |(/11PSU7”\| "t mn ) C(k+m,) [ of \|
yy = ZaPsun
' APoy ) ol Kk JT(MnITM) APy ) (7 + 4Py 1 [4,Ppy)

(4.38)

k+mg

If it is supposed thatc = 4, min (k,Q, /m,4, . P, )/gsppu , the last expression can be

written as
mng ( 2 \\mlnRik m;-mng+k mng-1 —;/o—z/(CASPPU)
. (y):z(mlnR\ r'(k+m,) o | c v e (4.39)
! HL k JT(mn)r(m,)( 4,P., (y +c)<'™

For this case, the outage probability can be derived using (3.27) after substituting
the PDF of SINR (4.40) to get
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mng -k 2

e mn ) e (ke my) (gt ) et e
3

Poe =1- 2 | 7. (4.40)

o k r(mn )T (m,) ( 4Py ) , (y +¢)

Substituting , + ¢ = t, applying the binomial expansion [88, eq. (1.111)] then the

incomplete gamma function in [88, eq. (8.350-2)], the final closed-form expression of
outage probability for SINR for the case of statistical CSI is given as follows

m(mon Y™ M T (k4 m)y e P ( R k ™t mon, - 1)
P"“‘:l_kZOL k J F(m(n )F(r)n ) ‘M P )' ,ZO L | J
- l+mR7I71 3 3" PU (4l41)
x(—l)mlnfl?l( o \|1R 3 1"|(I—k—m3+1, o (p+C)\|
K/13PPU) k C/13PPU )

When only statistical CSI of channel power gain for the link from SU-Tx to PU-
Rx is available, outage probability vs. peak interference power constraint Qp is plotted
in Figure 4.8 for the case when the noise is not present (o* = 0 ). It is assumed that the
average power gain has a unit value, i.e. mi Ai=1 (i=1, 2, 3), transmit power of the PU
interference is Ppy=4 and MRC diversity with ng=2 is applied. Results are presented for

different interference outage probability values p." and two cases of parameter sets, the

first one with fading parameter m,=3 and transmit power constraint Py, =5, and the
second one with m,=5 and P,=20. It can be noticed that the smaller interference outage
probability value leads to a higher outage probability of SIR for a fixed value of Q,.

Moreover, the knowledge about statistical CSI results in the practically same p." values

as for the perfect CSI if the tolerated interference outage probability is large enough. On
the other hand, if the fading parameter in the link from SU-Tx to PU-Rx is large
enough, the outage probability can be accurately lower bounded by (3.61) and (3.62)

when my is replaced by ming and can be upper bounded by (3.62).

This effect can be explained with the fact that the variations from the mean power
gain are smaller for larger m,. In such a case, in the scenario of available statistical CSI,
the protection parameter ks has large values even for small required p," , and this effect
is illustrated in the Figure 4.9. For large values of parameter ks, the reduction of the
transmitted power is not significant and the outage probability has small values, similar

to the case when perfect CSlI is available.
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Figure 4.8 — Outage probability for the case of statistical CSI, MRC diversity with

nr=2, my= mz=2, Ppy=4 and different values of permitted interference probability.
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Figure 4.9 — Protection factor for various values of m, and interference outage
probability at the link from SU-Tx to PU-RX.
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In Figure 4.10, the impact of average INR (interference-to-noise ratio) on the

outage probability is studied, where INR = m,4,P,, /o?, and the case when the total

average interference and noise power is fixed, (p,, + o =1), has been considered. It

was assumed that statistical CSI is available at SU-Tx with permitted outage

-2

interferencep." =1e*, and MRC diversity is applied for transmit power constraint

Pm=5, and two different values for fading parameter in SU link m;=2 or m;=3.

As expected, MRC enhances the performance of the system, and the results show
how the increase in the number of receive antennas decreases the outage probability.
We can notice that when the fading parameter in SU link increases, the outage
probability decreases for any number of receive antennas. The outage probability
decreases as the value of ml increases, this impact of m; is more obvious when MRC
(nr =2) is applied. For large values of Q,, it can be observed that the interference is
more critical for SU link performance compared to the PU interference for both cases of

MRC diversity and no diversity case.
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Figure 4.10 — Outage Probability for the case of statistical CSI, p," =10-2, MRC

diversity with ng=1 or ng=2 antennas, Pm=5, m3= m,=3 and m;=2 or m;=3.
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Figure 4.11 presents the outage capacity as a function of peak interference power
constraint Qp, for the no noise case, when the fading parameters in the channels are
given as mp;=msz=2, my,=5 (mj4;=1, i=1, 2, 3), transmission power constraint P,=20 and
transmit power of primary user is Ppy=5 when MRC diversity is applied with ng=2, and
when only statistical CSI of channel power gain for the link from SU-Tx to PU-RX is
available at secondary transmitter. Outage capacity is a useful metric, appropriate for
delay constrained limitations and it determines the maximum data rate that can be
maintained in fading states that are not subject to very deep fading that occurs with a
given outage probability.

0.7 T
Poumra™0-1 B
06 i 8
—=— perfect CSI o ‘/
—— PM=3e-1 )

5 05" o o 8
g - o - Pi=te-1 /
I th, “
ﬁ By P°=1e_2 L
204r o PP=te3 7
(8]
2
]
g 0.3
[&]
[
[=]
8
=3
02

0.1

20

Qp indB

Figure 4.11 — Outage capacity vs. peak interference power Q, for the case of the perfect
CSI, MRC diversity with ng=2 antennas, Pn=20, Ppy=5, m;= m3=2, m,=5, and

different values of the interference probability.

Therefore, for the given target outage probability we numerically determined p
such that the probability that SINR is below a threshold p is equal to Pyt re, and then

the normalized value of outage capacity is obtained asc_, = Blog,(1+ p). It can be

t

noticed that the outage capacity increases with the increase of Qp, and when Q,> 14 dB,

the outage capacity gets saturated due to Pn. The parameter P, trc indicates the
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probability that the system can be in outage, and we can realize that the outage capacity

increases with the increase of this probability. For a given Pyt 1re, a decreased value of
the tolerated interference outage probability p," results in a decreased outage capacity.
Moreover, as the interference outage probability p." decreases, the outage capacity gets

saturated at higher Q, values.
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5. Ergodic Capacity of cognitive radio system
with co-channel interference and MRC

diversity for imperfect CSI

Analysing the channel capacity is one of the most important performance metrics
in wireless communication systems. Many works had and still study the capacity of
cognitive radio systems. Capacity of AWGN channels is derived in [52] under average
interference power constraint, where it was shown that the transmitted and received
power constraints give the same results in rising the capacity value in the absence of
fading. While the results in [103] show that the channel capacity is lower under fading
with the transmitted power constrained instead of the received one. Furthermore, for
the same limits on the received power level, channel capacity in sever fading exceeds
that of the non-fading AWGN channel [44]. The authors in [59] show that the capacity
of secondary link is higher under the average constraint compared with the peak
interference power constraint and the fading in the channel between SU-Tx and PU-Rx
is beneficial for enhancing the SU capacity and outage capacity, besides that and
according to [54] the average constraint provides better PU performance. Moreover,
[58] shows that the capacity of channels under sever fading is higher than that of the
AWGN channel for all values of average signal-to-noise ratio, so the secondary user can
may take advantage of this fact by opportunistically transmitting with high power when
its signal received by PU is deeply faded. Ergodic capacity of secondary link has been
studied for different fading environments and in [104] they show that it is sensitive to
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the fading type in the secondary link as well as in the link from secondary transmitter to

primary receiver.

It is well know that the diversity techniques improve the capacity of the wireless
communication channels, especially the Maximum Ratio Combining diversity (MRC)
which is the optimal combining diversity technique that maximizes the output signal-to-
noise ratio (SNR) [91]. Capacity of point-to-point communication system for Rayleigh
fading environment and various diversity techniques is given in [92] and the ergodic
capacity for MRC system and Nakagami fading channels is given in [68]. The
enhancement of the SU capacity by employing MRC is proposed in [67] for Rayleigh
propagation under the average power constraint, while the corresponding capacity
expressions are derived in [86] for Nakagami fading environment. Furthermore, useful
analysis of spectrum sharing system with OSTBC is provided in [94] but the exact
analytical results are derived in [96].

All of the previous works have assumed that the secondary user has full channel
state information knowledge of the link between SU-Tx and PU-Rx. However, in
practice, obtaining full CSlI is difficult and often only partial CSI can be acquired. This
situation has been studied in in [105] and [106] where optimal power allocation and
mean channel capacity is investigated for a secondary system under limited channel
knowledge of the SU-Tx to PU-Rx link and in [107] but only under the average
interference power constraint. While the impact of imperfect CSI on the SU link
capacity is analysed under peak interference and transmit power constraints for the case
of partial CSI knowledge due to an error in the channel estimation, feedback delay and
limited feedback in [81]. The case of multiple antenna deployment also has been studied
in literature, where the capacity of the secondary link with MRC at the secondary
receiver is studied in [97] with imperfect CSI. Their results show that the deployment of
a multi antenna array with MRC allows the secondary system to achieve a higher

capacity as well as the opportunity to tolerate larger estimation errors.

Although the previous analysis is important, but the corresponding capacity
expressions are derived for the case when the interference from the primary user is
neglected. The impact of PU’s transmission on the performances of SU link is analysed
in [81] for the case of Rayleigh fading and imperfect channel state information (CSI).

Moreover, the performances of MRC were studied for Nakagami fading environment
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considering multiple equal power co-channel interferers and the closed-form expression
for outage probability of SINR was derived in [100], while in [101] the expression was
derived for the case of arbitrary power co-channel interference.

Closed-form expressions for ergodic capacity of the secondary link in cognitive
radio system when the interference generated from primary user and the noise are
present at the input of the secondary receiver that employs MRC diversity when
only statistical CSI is available to the secondary user has not been derived earlier. In
this chapter, closed-form expressions of ergodic capacity when the available channel
state information is imperfect (outdated and statistical), under the both constraints; the
peak interference power constraint and the maximal transmit power constraint have
been derived. The results given in this chapter are part from the published work in
[108].

5.1 Ergodic Capacity of Cognitive Radio System with MRC
Diversity for outdated CSI

Ergodic capacity is a significant performance measure, defined in [88, eq. (4)]

(normalized to the bandwidth unit) as

+o0

C=I|0g(1+7)f7(;/)d;/, (5.1)

0

where f ()is the probability density function of SINR given in (4.22) for the case of

outdated CSI when MRC is applied. Substituting the PDF of SINR in its integral form

" e fx(yppu /Pm) - -
C:J.|Og(1+}/) J‘ ?fyz(yz)dyzdy
0 m PU

0

(5.2)

o o fx (7PPU yz /Q )
+ [log(1+7) | : f, (9,)dy,dy.
0 koQ, /P, Qp /(PPU yz)

The ergodic capacity of the secondary link can be written in formc =c, +cC,,

where
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P I r(m, k,Q, /(4,P)) 17 (7PPu\

C, =1 log (1+y)f, dy, (5.3)
b | r(m,) ER i ey
B (e ) ]
P P
C,= . J- yzfvz(yz)|_[|09(l+7)fx LS d]/|d)72. (54)
kon K,Q, /Py 0 kqu J

Substituting £ (x) given in (3.21), wherem, = m n_, and representing log (1+ y)

by the special function Meijer-G function [109, eq. (01.04.26.0003.01)], the expression
(5.3) is written as follows

m.n

) _(PPU \\”(1 F(mz,kon/(/12Pm))—|°°G1v2(1,1| 3
1= | |1- |_[ 2,2L 7J
kﬂlpm) L F(mz) 1% 1,0
. (5.5)
ming -1 AP +o [7Ppy 1]
yt o 2 myng o my-1 7YS‘L),1PN+13J
X — I(y3+a 1P, )™y, e dy,dy
A, T(mn )T (m,) 5

Following the steps given in Appendix 5 — A by applying the convolutional
integral for Meijer-G function [109, eq. (07.34.21.0088.01)] plus some additional

manipulations, the final form for the first part of capacity is given as follows

eo-zl;”SPPu ’— r(mzingp/(lzpm))wmail(m:%_l\

Clz ‘l— |
F(mlnR)F(ms)L r(m,) J,:OL | J
m—1—1|—( 2 M (1-mn_,1,1 2P )
(-0 == el T (5.6)
[\ A:Pey ) 1+1,1,0 |4,P,,
4o (—l)k( 0_2 \mafk GM( 1-k.01 O_z \W‘
kZ::O k1 |\/13PPU)| *Imn,,0,0-1-k-1 ,11PmJJ'

The second part of capacity is given after substituting the PDF of x as follows

c - (Ppu /%kon) *f g mlnRerz—lef‘?z//lz
2 m m 2
r(mmn )A,°r(m,)4,°IC(m,) Q, /P,
. |—w Yz(hppu“’z) —| (57)
SRR
x J (y, + ol P, )™M y3m“1 g /A I J;x“"“'l log (1+y)e Ay y Idygdf/z.
’ |’ |
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Substituting the logarithm with the special function Meijer-G [109, eq.
(01.04.26.0003.01)], then applying the convolutional integral for Meijer-G functions
given in [109, eq. (07.34.21.0088.01)] and following the explanation in Appendix 5-B,
the final form of the second part of capacity is obtained as
eGQ/AEPPU mfl(ms_l\( o \|

F(mlnR)F(mz)F(sz:oL I J|\ A5Pey )

C. =

[ (1—m ,—1,0,1 Y e —lk K m,+k
oz AR )5 (KR,
H\ ' mlnR!0,0 /llkon k=0 k] kﬂzpm)
J1-m, -k, -1,01 1P, ﬂ| (1 kQ( RIS
G4’ |
1 RlOlOl_mz_k E’P JJ k,=0 ZPPU)
((3 3,3 ( 1 n]z, -1-k,,0,1 | Ao \ + ( _.1) ( k (2 \
L 4,4Lm 0,0,-1 J = k3! k/i )|
[ 1-m,—k,-1-k,,01 o ﬂl
G4,5 . (58)
mng, 0,0, -1 -k, -1,-m, —k; |2,P, _|J

It can be noticed that in the case when P,,<<Q,, equation (5.7) further simplifies

as the expression in the squared brackets is equal to one, C,=0 and capacity reduces into

-1-1

et mrm 1y g o (l=mn 11l 2P )
S — L J(—l) ] | Gis
r(mn )T(m,) | “ﬂaPPU) 1+1,1,0 |A,P,,
(5.9)
me ([ Z1-k,01 2 ]
_Z( D ot ol AR
k! k/13PPU) mn.,0,0,-1-k-1{4P_ |
while for Qp<<Pp,, C;1=0 and the capacity is expressed in the compact form as
effz/aappu m3’1(m3—1\{ o \ma_l_lF 24(1, ~1,0,1l2. 4P
C = > | - | G2 Z2%sTey
r(mmn )r(m,)r(m,) IZOL | J\ A:Poy ) L ' L m,n_,0,0 llkon J
(5.10)
= (*1)k2( 0'2 \I+k2+163,3( 1-m _I_k 0,1 ’ \—I
_éo k, ! L/‘tZPPUJ e OO—I—k—llepJJ
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It is obvious that the parameters m, and 1, do not have any impact on the capacity
value when P,<<Q,, as they do not appear in (5.9), but the increase of these factors
decreases the capacity when Q,<<Pp, as it can be seen from (5.10).

The whole analysis is considered the general case of Nakagami fading
environment, suitable for wide range of applications (that includes the case of Rayleigh
propagation as the special case when fading parameter is equal m=1). It can be seen that
the analysed scenario is complex enough; therefore, the ergodic capacity can be
expressed in a significantly simpler form when Qp<<Py, in the following important

asymptotic cases:

a) Noise-limited case: The noise power at the secondary receiver is dominant

compared to interference power, (o*>>ysPpy) so the SINR can be approximated

as SNR
k,Q,
~ 1 Kk
yo—de L% (5.11)
PV, +0O o ¥y,

In order to derive the ergodic capacity, the definition (5.1) is used where f (5 )is

the probability density function of SNR. Applying the transformations for RVs

x =y,/9, , the probability density function of x is given as

£ (x) = 1 NUAIE r(mn, +m,) - (5.12)
x F(mng) T(m) 2452, (g )T

1R

|+ |
A4 4
Further, the previous PDF can be expressed by Meijer-G function by using the
transformation [109, eq. (01.02.26.0007.01)]

_ (ﬂ”z/}”l)mlnR Xmlnrl 1,1(12)(

f (x G
L= ) Tmy) L

-mn, -m, +1)

l. (5.13)
0 )

1

The PDF of y is obtained by applying ™ (y)=1/k f (/K ) to get the closed-
form for probability density function of SNR for noise-limited system as
\mlnR (}/)mlnk—l ( 120.2

1 -mn, —m +1\\
G,
l1konJ r(m1nR)r(m2) ’ Ll1kon

e J (5.14)

e
0
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Using definition in (5.1) and the transformations given in [109, egs.
(01.02.26.0007.01), (01.04.26.0003.01) and (07.34.21.0011.01)], the closed-form of

ergodic capacity for the noise—limited system is obtained

mNg

/1202\ 1 1 ,(/10

2

G32
AlkonJ r(mn,)r(m,) ”Mkoop

2
-mn_ -m,+1, -mn_, 1—m1nR\

0, —-mn_,, —mn,

(5.15)

a) Interference-limited case: The transmission of the secondary user is dominantly

disturbed by the interference originating from the primary transmitter, (ysPpu

>>¢#). In this limiting case signal to interference ratio (SIR) can be expressed as
L? oy, e

y 1 y 1 k Q
y=—t—— s ——= Ly, 19,1y, (5.16)
P y,+o PF>U Y, P

PU

PU

By applying the transformation of RVsz = x/y, , where x = y,/y, and its PDF is

given in (5.13), the probability density function of z can be obtained in the form

202" r(mn, +m ” Mfg M3 -=
fz 7) = (mz/ 1) ( 1R Z)ZmlnR—l X —— e ﬂng. (517)
lsar(mmrz) r(mz)r(ma) o [ XA, \” ’
|z—+1]
C A4 )

Using the transformation [109, eq. (01.02.26.0007.01)] and representing the
exponential function with power series, the closed-form of PDF for SIR can be obtained

as the following expression

1, 1-m,+m,)

W [ AkQ, ) y "t o a,a,P
m,n, +m, J

23" Py
G

\ A,4,Poy ) T(mn )T (m,)T (m,) L Ak,Q,

(5.18)

And the interference-limited system ergodic capacity is obtained in the following

closed-form

1, 1-m,+m,, m, m3+1\

CIL_(/llkOQpV 1 N

‘ 2°°3 PU

ZuisPey | T (mn)r(myr(my) | 1kQ,

mn.+m.,, m,, m, J

(5.19)

The ergodic capacity is presented as a function of the interference power

constraint Qp, in Figure 5.1 for the case when outdated CSI (k,=0.9) is available to
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secondary transmitter when the fading parameter in the channel from SU-Tx to PU-Rx
m,=2, and the transmission power of the primary Ppy=1 for the maximal permitted
transmission power P,=5. The scenario where the transmission of SU is dominantly
imposed by interference and «° = o0 is analysed (interference-limited case). Although
analytical results are more general, for each link it is assumed that the average power
gain has a unit value, that means mi4=1. For the case when neither one of the
constraints dominates, ergodic capacity is calculated as a summation of (5.6) and series
(5.8), under assumption that any term smaller than 0.1% of the summation of previous
terms can be neglected. Obtained simulation results indicate excellent accuracy of the

derived expressions.

1 1 ; O S B S
4| ——m,=1, m=10, analytical nR=4,rPr—“:<<QprlR B }{_ _,;/W nR: '_’!‘:lb_ St .37' .
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.5 - = —m,=1, m;=10, asymptote interfelence-limited L w5 4,.:*_,‘*_ - “"—f‘,l S T -/—*—H—;,-a«--ns—'lﬂ:b
v m1=1‘ rns=10, Qp«Pm, analytical o ,f **// : / i, 1
..... m1=10, m3=1,ana|ytical |l ll , ‘,*( /y ’/ , Il :
3 F* m1=10, m3=1,simulation Lo o oa0do o / v >
- « —m,=10, m=1, asymptote interference-limited }’
o m1=10, m3=1, Qp«Pm, analytical
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Figure 5.1 — Ergodic capacity vs. Q, for the case of outdated CSI, MRC diversity with

nr=1 or ng=4 antennas, P,=5, Ppy=1, and m,=2.

Furthermore, it has been shown that the asymptotic expression (5.19) accurately
approximates the simulation and analytical ones in the region where peak interference
constraint dominates (Q,<<Py,) for both values of receive antennas applied at the SU-Rx
(nr=1, 4). As it was expected, the capacity increases with the rise of the fading

parameter in the secondary link, m;, and decreases with the increase of the fading

96



parameter in the interference link, mz. When m;<mjs the increase of diversity order
increases the capacity significantly (when ng=4, the increase is almost 100% for m;=1,
m3=10), what corresponds to the effect observed when noise was present instead of the
interference that originates from PU [64]. However, in the case m;>ms the raise of ng
results in smaller capacity gain (when ng=4, the increase is close to 50% for m;=10,
m3=1). This can be explained with the fact that the MRC diversity results in larger
performance gain on the SU link for lower Nakagami fading parameter.

Figure 5.2 presents the ergodic capacity vs. the peak interference power constraint
Qp, for the case of outdated CSI (k,=0.9) when Ppy=1, Pn=5, m1=2, m,=3, and m3=5
(mi4i=1, i1=1, 2, 3). Ergodic capacity is studied for two cases ng=1, and ng=5 for different
values of noise power at the receiver.

%<0, analytical
M e o2=0, simulation |
....... o2=0.3, analytical

A %=0.3, simulation
----- 6%=0.5, analytical

25) m  &2=0.5, simulation|

Nommalized ergedic capacity, C[nats/s/Hz]

Figure 5.2 — Impact of noise on ergodic capacity for outdated CSI with MRC diversity

ng=1, and ng=5, when Ppy=1, P,=5, m1=2, m,=3, and m3=5.

The results confirm that the increased noise power decreases the capacity for any
number of antennas at the secondary receiver. It can be noticed that for the larger
number of receive antennas, the relative change of capacity values due to effect of noise

is less significant (for Q,=5, the capacity has been decreased about 22.47% when noise
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increases from «* =0 to o =0.5 for ng=1, while for ng=5 it has been decreased for
14.8%). The analytical results are confirmed by using simulation method. As expected,
ergodic capacity is increasing with the raise of peak interference constraint Qp, and in
the region where transmit power constraint dominates (Pn<<Q) it asymptotically
approaches values obtained by using expression (5.9).

A comparison between ergodic capacity values in the interference-limited and noise-
limited cases is presented in Figure 5.3. The scenario when only outdated CSI (k.= 0.9)
is available at SU-Tx is considered for fading parameter values mi=2, mj4i=1 (where
i=1, 2,3) when MRC diversity is applied at SU-Rx for ng=1, 2 and 4. In the
interference-limited case, the noise power is «° =0.01 and transmit power of PU is

P., =1, while in the noise-limited case the corresponding parameters are «* =1 and

PU

P, =0.01.
4 .
—— m=2, noise limited, analytical ‘ : ‘ @ A
% M=2, noise limited, simulation : : : "\ . :
35 - O m=2, noise limited, asymptotes 'l ‘| . ;
....... m.=2, interference limited, analytical : e /ﬂ 1 “pon
®x m=2 interference limited, simulation T ' : nR=4‘ ‘\ " R '
3 =0 i i “,‘,‘,“,,, e : -
O m 2, interference limited, asymptotes / |l

Normalized Ergodic Capacity, C[nats/s/Hz]

Figure 5.3 — Comparison of ergodic capacities for noise-limited and interference-
limited cases with MRC diversity with ng=1, 2, 4 receive antennas for the case of
outdated CSI.
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As it is previously noticed, the capacity values increase with the raise of the
number of applied antennas at the secondary user. Furthermore, for all values of the
receive antennas number; the interference-limited system achieves a higher capacity
than the noise-limited one. Analytical results are obtained by using the expressions
(5.3)-(5.8) and they are confirmed by simulation results. In both noise and
interference-limited cases, asymptotic lines obtained by using the expressions (5.15)
and (5.19), respectively, show high level of agreement with analytical and

simulation ones.

5.1.1 Ergodic Capacity for Interference-limited System with OSTBC
for Perfect CSlI

A special case is analysed in this paragraph, where the available CSl is assumed to
be perfect which means thatk, =1then the transmission power allocation is given by
(3.10). Furthermore, OSTBC codes are applied at the interference-limited secondary
user (¢” < P, ); in this case the SINR will be simplified to SIR given in (4.11). The
probability density function of SIR is given in (4.18) which can be expressed by the
special Meijer-G functions following the same applied procedure in deriving (5.18),

taking into account thatm n, =mnn_.n_=s ,m,=m,n. =pand m,=m,n, = w.

1''RT 2

The closed-form expression of ergodic capacity for interference-limited system
applying OSTBC is given as

w

N [ 24Q, ) 1 [ RA,AP

1, 1-p+w, w, w+1)
2°°3 PU

(5.20)

ostec = | 43

\ R4,2,P., ) L(s)T(p)l(w) 2,Q,

S+ W, W, W J

Ergodic capacity for the interference limited system applying OSTBC is presented
in Figure 5.4 as a function of the peak interference power constraint to interference
signal power ratio, when the channels are not unit in power, 1,=1/6, 1,=2, 13=3.
Alamouti code scheme as a special case of OSTBC when (nt=ng=2, R=1) is compared
when MRC diversity is applied at the secondary receiver for different values of fading

parameters.
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Figure 5.4 — Comparison of ergodic capacity for Alamouti and MRC for interference-

limited case.

Ergodic capacity values are greater for the case when ny=1, ng=2 than for the case
nt=2, ng=2, which means that applying MRC as a diversity technique achieves higher
capacities than Alamouti scheme. The increase of the fading parameter in the
interference link, ms, decreases the ergodic capacity values, since SIR will be smaller as

the interference will be larger in this case at the secondary receiver.

5.2 Ergodic Capacity of Cognitive Radio System with MRC
Diversity for Statistical CSlI

When only statistical CSI for channel power gain of the link from secondary
transmitter to primary receiver is available to the secondary user, which is the worst and
the most reality case of the available channel state information, the ergodic capacity

expression can be obtained by substituting expression (4.39) in definition (5.1).
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Following a similar procedure as in the case of outdated CSI, the capacity can be

obtained in its closed-form as

. R T 0 TR AV AL L je“( k0,1 |1)
_F(mlnR)r(mS) k:oL k J‘\ ASPPUJ [3'3LmlnR,O,O CJ
(5.21)
(-1 (o \“k”G“( ~1-k,0,1 o )
IZ;:, I MsPPUJ 3“‘Lm1nR,o,o,—|—k—1czsppu JJ’

where c=A,min (kSQp/mz/lz P )//{3PPU '

In order to simplify and verify the expressions of capacity, interference-limited

scenario as an asymptotic case is derived where SIR can be calculated as

(K,Q,)
aull?

SN DA S 7 (5.22)
PPU y3+0-2 PPU Ys PPU Ys

then the probability density function of SIR can be obtained using the PDF of RV

x = y,/y, which is the same as (5.13) to get

(7)"‘1”*?'1 (7 _mlnR_m3+l\

£ ()= Gl I (5.23)

11

c™™r(mn )T (m,) L c 0

Using definition in (5.1) and transformations given in [109, egs.
(01.02.26.0007.01), (01.04.26.0003.01) and (07.34.21.0011.01)], the capacity in the

simple closed-form is obtained

m;Ng

AP, ) 1 2, m,a,apP

2°°2°"3° PU

c't = 27273 pu G _mlnR_m3+1’_mlnR’1_m1nR\
- 3,3 ’
L ilkSQp J r(mlnR)r(mB) L 21kSQp

0,-mn_,-mn_

(5.24)

The ergodic capacity is presented in Figure 5.5, for m;=m3=2, m,=10 (mj4i=1, i=1,
2, 3), maximal permitted power P,=10 for both cases when noise is present (¢* =0.5)

and when there is no effect of noise (o * = 0 ). The scenario with the available statistical
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CSI is considered and compared to the case when transmit power is allocated in

accordance to the perfect CSI.

a5 RIS R Pm<<Qp Pey=1 A
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Figure 5.5 — Impact of statistical CSI on the ergodic capacity of the spectrum
sharing system, ng=2, Pn,=10, Ppy=1 when ¢2=0, and Ppy=5 for both cases of

presence and absence of noise, m;=m3;=2 and m,=10.

For the interference-limited case (o* = 0), asymptotes obtained by using the
expression (5.24) have been plotted along with the analytical and simulation curves. We
can notice that the asymptotic expressions are highly accurate and approximate the
analytical results when Qy<<P,. When statistical CSI is available, the increased power
of co-channel interference Ppy results in a decreased capacity in the both regions (for
Qp<<Pn as well as for Py<<Qp). In accordance with the expectations, the higher
capacity is obtained if larger values of interference outage probability " can be
tolerated for the case when statistical CSI is available. As it is well known that the noise
affects negatively the capacity, we can see that the capacity decreases when noise
increases for Ppy=5. Furthermore, as it was noticed for the case of no noise, the larger

interference outage probability, the higher capacity can be obtained.
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Appendix 5 - A

In order to derive the final form for the first part of ergodic capacity when the
available CSI is outdated, we start from (5.5) by writing it as follows

(PPU /ﬂ'lpm)mlnR |_ F(mz,kon/(ﬁZPm))TJ’w
1-

1

: ([ aret 1R )y e
/133F(m1nR)F(m3)L r(m,) 15
: (5A.1)
|—°° —(1-myng) 7yy3P;UP+G 12(1’1 \ —I
><|J}/ TR 4Py Gz:2L10|7Jd7|dy3’
K ’ J
where
log (1+7) G”(l’l| )
og(1+ =G,, .
’ ’ kllo 7J (5A.2)

Using the conventional integral of Meijer-G function given in [109, eq.
(07.34.21.0088.01)] as

o

a (a,a |p)
Jx’“e’WXG o P |77x ldx = w*'G :;:fqﬂ P |, (5A.3)
0 b, ) b, fw )
then the expression in (5A.1) is written as
(P, 1 2,P )" rl_ r(m, kQ, /(zzpm)ﬂ‘
boAT(mpn )T (m,) | r(m,) ]
o s\ L (yp fel) (1-mn_,1,1| 1P )
< [lys+——| y"le | FE——| G A %des-
o L Pou ) ( AP, ) 1,0 Y,Poy, O
(5A.4)

Now using the following expression of the specific function Meijer-G given in
[109, eq. (07.34.16.0002.01)]

(a

m,n p
|

I
(9]
N

AN

|2 |

p.q q.p ! (5A5)
(0 ) \1-a," )

and the substitution for y, + o*/p,, =t with the binomial expansion [88, eq. (1.111)] to

get
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If the integral in the previous expression is I, in order to solve it, the integral is

expressed by a summation of two integrals as follows

e ) (1-mn_,1,1|lap ) 7 /Pry (1-mn_,1,1{2pP )
| = It’(")e’”“eii LR L det— f t'eW“G;‘zL vR ! det.
) 1,0 Pt ) 1,0 Pt
(5A.7)

Applying the expression (5A.5) and representing the exponential function with
power series and applying [109, eq. (07.34.21.0088.01)], the integral | is given in its

final solution as

l+k+1
| |(1\| Gm(l—mlnR,l,l AP ) (—1)k|(02\| GM( ~1-k,0,1 o? )
(4, ) T 1enno 4Py | S A KNPy **1mn_,0,0-1-k-1 zlpmJ'
(5A.8)

Substituting (5A.8) in (5A.6), the final form of first part of ergodic capacity is

obtained as it is given in (5.6).
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Appendix 5-B

Starting from (5.7) the closed-form for the second part of the capacity is derived.
First, the logarithm is substituted by the special function Meijer-G given in (5A.2), then
(5A.3) is applied to get the following expression

+o0

1 . ) +00
Cz — - - J' yzmz’le’h/ﬂz .[ y3m3’1e’)’3/}“3
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Finally, substituting (5B.7) and (5B.6) in (5B.5), the final closed form of the

second part of ergodic capacity, Co, is obtained in (5.8).
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6. Experimental results for OFDM-based

cognitive radio

Orthogonal frequency division multiplexing (OFDM) is one of the most used
modulation techniques for the current wireless communication systems, which can

provide large data rates with sufficient robustness to radio channel impairments.

OFDM systems divide the input high-rate data stream into many low-rate streams
transmitted in parallel [110], which increases the symbol duration and reduces the Inter
Symbol Interference (ISI). These features were the basic motivation to make OFDM the
standard for digital transmission systems, such as digital audio broadcasting (DAB)
system [111], digital video broadcasting TV (DVB-T) system [112], and wireless local
area networks (WLAN) [113]. Furthermore and due to OFDM’s high transmission
capacity, it has been applied to asymmetric digital subscriber line (ADSL), IEEE
802.11a/g standard, IEEE 802.16 Worldwide Interoperability for Microwave Access
(WiMax) systems and Ultra-Wideband (UWB) system [114].

OFDM with the advantages that can provide, from high spectral efficiency,
robustness against narrow- band interference to the easy implementation using Fast
Fourier Transform (FFT), has been suggested as one of the best candidates for
modulation in cognitive radio, where in [115] OFDM is provided as an enhancement of
the spectrum efficiency. The advantages of OFDM technology and challenges to a
practical OFDM-based cognitive radio system are discussed in [116].
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OFDM modulation technique based secondary link has been studied in many
works such as [117] where the primary user in each sub-band is limited by allowable
interference threshold. Interference detection and cancellation for the OFDM-based
cognitive radio system is studied in [118] and [119]. The OFDM system when perfect or
only partial information about the intensification of channel to the primary user with a
controlled level of interference is discussed in [120] under peak or average interference
power constraint. The authors in [121] presented channel estimation algorithms for
estimating OFDM wireless channels in the presence of synchronous interference.

Furthermore, the authors in [122] have shown that using OFDM modulation
causes mutual interference between the primary and secondary users, even if they have
different access technologies, due to the non-orthogonality of the transmitted signals.
Hence, designing efficient resource allocation algorithms that work well in OFDM-
based cognitive radio networks is a major challenge. The optimal solution for power
allocation problem of OFDM can be obtained by using water filling technique where in
[123] is employed for single user system without mutual interference. Fast algorithm in
[124] is used to tackle the power allocation problem for for multiuser OFDM-based
cognitive radio networks. While in [125] the total amount of the mutual interference or
the mutual interference on each sub channel of PUs are used for power allocation by
considering the total power constraint and the transmit power constraint on each sub-
channel. Moreover, resource allocation for the OFDM-based cognitive radio system is
studied also in [126] and [127].

Since the basic challenge in OFDM-based cognitive radio is the spectrum sensing,
many works have pointed to some solutions as [128] where the frequency
synchronization in the OFDM-based cognitive radio system is considered. New
spectrum sensing methods based on the characteristics of the OFDM signal were
proposed using either energy detection, optimal Neyman-Pearson detection,
autocorrelation detection or cyclostationarity feature detection, respectively, in [129],
[130], [131] and [132]. The effect of spectrum sensing errors on the performance of
orthogonal frequency division multiplexing based cognitive radio transmission can be

evaluated by deriving the expression for the average bit error rate.

Although the primary user performance is an important issue to be analysed, it

does not get the proper attention in recent works about cognitive radio networks.
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Therefore, in this chapter, some results from practical study about the coexistence of
primary and secondary users employing OFDM are provided in order to analyse the

effect of the secondary user transmission at the performance of the primary user.

6.1 OFDM Characteristics

OFDM offers several advantages over other transmission technologies such as
high spectral efficiency, robustness to fading channel, immunity to impulse interference,
capability of handling very strong multi-path fading and frequency selective fading

without having to provide powerful channel equalization.

OFDM is a frequency-division multiplexing (FDM) scheme utilized as a digital
multi-carrier modulation method, where the concept of using parallel data transmission
by means of FDM was published in mid 60s [133] and [134]. Multi-carrier modulation
method is the concept of splitting a wideband signal into a number of narrowband
signals modulating each of these new signals to several frequency channels of fi, k = 0,
1,2,..., N-1, where N is the number of multi frequency channels illustrated in Figure

6.1, and combining the data received on the multiple channels at the receiver [135].

AN

1
I
Jo /i fya requency

Power

Figure 6.1 — multi-carrier signal spectrum.

Hence, the basic principle of OFDM is to split a high-rate data stream (R) from a
data source into N parallel lower rate streams, one for each sub-carrier, where the
number of subcarriers can be determined based on the channel bandwidth, data
throughput and useful symbol duration. Each subcarrier is modulated with a
conventional modulation scheme (such as Quadrature Amplitude Modulation, QAM, or
Phase Shift Keying, PSK) at a low symbol rate (R/N), maintaining total data rates

similar to conventional single-carrier modulation schemes in the same bandwidth. By
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this lowering of the bitrate per carrier, the influence of inter-symbol interference is

significantly reduced. Due to the serial to parallel conversion, the duration of

transmission time for N symbols is extended to NTs, which forms a single OFDM

symbol with a length of Tgm (Tsym =NTs). Computationally efficient FFT (Fast Fourier

Transform) and IFFT (inverse FFT) architectures are usually implemented to perform

OFDM modulation and demodulation, respectively. OFDM scheme is given in Figure

6.2.
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Figure 6.2 — OFDM modulation and demodulation scheme.

The multiple frequency channels, known as sub-carriers, are orthogonal to each

other [136] and this differentiate OFDM from original multi-carrier transmission, where

it can be seen in Figure 6.3 the efficiency in spectrum due to the orthgonality feature.
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Figure 6.3 — Bandwidth saving in OFDM.
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The orthogonality gives the carriers a valid reason to be closely spaced with
overlapping without Inter-Carrier Interference (ICI) [137], where orthogonality is a
property that allows the signals to be perfectly transmitted over a common channel and
detected without interference. It is shown in Figure 6.4 that in OFDM signal, the peak
on one sub-carrier is coincides with the nulls of the other ones. ICI causes power
leakage among subcarriers which degrades the system performance and loss in
information, the authors in [138] study OFDM-ICI cancellation scheme which performs
better than standard OFDM systems with an easy implementation without increasing the
system complexity. More about mathematical deduction of the orthogonal carrier
frequencies is given in [133]. As a consequence of keeping the orthgonality property,
which implies both orthogonality in time no ISI and in frequency no ICI, equalization in
the subcarrier domain becomes particularly simple: the remaining amplitude and phase

distortion affecting each subcarrier can be easily corrected by complex division or de-

mapping.
Subcarrier Peaks

4 Magnitude [

i N s
. Frequency

Subcarrier Nulls
Figure 6.4 — Orthgonality concept in OFDM.

OFDM signal may incur out-of-band radiation, which causes Adjacent Channel
Interference (ACI), and in order to reduce the out-of-band power of OFDM symbols,
OFDM scheme places a guard band around the frequency band and a guard interval in

time domain of length Ty. Guard interval can be inserted in two different ways: Zero
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Padding (ZP) that pads the guard interval with zeros, or cyclic extension of the OFDM
symbol called Cyclic Prefix (CP) added to the beginning of an OFDM symbol. Cyclic
prefix samples are taken from the latter section of the original OFDM symbol and the
total OFDM symbol length increases to Tsym =Tsupt+Ts, Where Tgy, denotes the duration

of effective OFDM symbol without guard interval as it is shown in Figure 6.5.

Cyclic preti
I |
Ith OFDM symbol | (f+1)th OFDM symbol |
L L
-:T‘" > Lo »
T =T,+T,

A
A J

Figure 6.5 — OFDM symbol with guard interval.

Two from the main drawbacks to OFDM are the large dynamic range of the signal
(also referred as peak-to average [PAR] ratio) and its sensitivity to frequency errors.
When considering a practical system, hardware imperfections such as oscillator phase
noise must be taken into account, where modeling the phase noise is covered in [139]
and in [140] OFDM sensitivity to phase noise was quantified in terms of SNR loss for
different levels of phase noise and frequency offset. Furthermore, BER analysis was
covered by Tomba in [141] using a moment method to evaluate the BER analytically. A

summary of OFDM theory and practice can be found in [142].

6.2 OFDM-based Cognitive Radio

OFDM has been already mentioned in the literature as a potential transmission
technology for cognitive radio systems due to its underlying sensing and spectrum
shaping capabilities together with its flexibility. The first important function of
cognitive radio system is to sense the environment and see the unused spectrum bands
by the licensed users in a fast and efficient way to provide new ways to access spectrum
and then organizing the transmission of secondary users through available bands. This

function is done by different sensing techniques in cognitive radio, which complexes the
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hardware requirements, while in OFDM, scanning the spectrum is done without any
extra hardware using FFT. The output of FFT at the receiver tries to detect the presence
of the primary user in that band as energy detector [143] and [144]. Furthermore,
OFDM can organize and control the transmission through spectrum holes by its ability
to disable a set of its sub-carriers introduced in a more detailed scheme called spectrum
pooling in [115]. Furthermore, OFDM is not a multiple access technique by itself, but it
can be combined with the existed multiple access techniques such as TDMA (Time
Division Multiple Access), FDMA (Frequency Division Multiple Access), and CDMA
(Code Division Multiple Access) in order to share the available resources to a cognitive
system among the users. Many other advantages of OFDM based cognitive radio is
given in [116] and many other studies about it is provided in the introduction of this
chapter.

Among the OFDM standards that utilize cognitive features are IEEE 802.22
standard, which is known as cognitive radio standard because of the amount of
cognitive features that are employed, WLAN standard (IEEE 802.11) in which IEEE
802.11a/g is probably the most commonly known OFDM-based standard. While the
main standards that are upgraded to have cognitive features with are: IEEE 802.11h and
IEEE 802.11k standards.

To get a closer insight into the problems of practical OFDM system
implementation, the authors in [145] presented the FPGA based (802.11a) prototype.
Practical implementation of OFDM based cognitive radio links using Universal
Software Radio Peripheral (USRP) platforms is provided in few papers in literature such
as [146] and [147] which analysis the implementation of cognitive radio with frequency
hopping (FH) primary users. In all of these papers GNU radio is used for
communication with USRP platforms, where GNU radio is a free open source software
development kit that provides signal processing modules to build a software radio in a
real-time environment that involves hybrid Python/C++ programming and basic signal
processing functions (ex: Filters, FFT, Channel Coding). The advantage is that it
provides simulation environment and has extensive library of pre-defined and test-bed
functional blocks, but on the other hand it requires a good experience in software. While
in [148] Matlab has been used for communicating with USRP instead of GNU.
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6.2.1 Hardware: Characteristics of USRP

The Universal Software Radio Peripheral, was developed by Ettus Research LLC,
provides the low cost radio systems for commercial and research applications [149].
USRP provides digital baseband and intermediate frequency section within the
hardware OFDM based cognitive radio experiment on USRP. The basic philosophy
behind the USRP is to provide all waveform specific features like modulation and
demodulation in CPU, whereas the high speed operations like interpolation, decimation,
digital up and down conversion are provided within FPGA [150] and [151]. The true
value of the USRP is in what it enables engineers and designers to create on a low

budget and with a minimum of effort.

The basic architecture for USRP version 1 contains USB 2.0, Analog-to-Digital
Convertors (ADC) and Digital-to-Analog Convertors (DAC) (Each USRP has 4 ADC
and DAC), reprogrammable FPGA and daughter-board interface. The daughter-board
interface allows connecting to ADC and DAC components and the USB 2.0 interface
provides connection from FPGA to the computer as it is provided in Figure 6.6. It is
good to mention that the Maximum effective bandwidth is about 8 MHz, and this
limitation is due to the USB 2.0 interface.

usB2
= _ADC — — ADC —

Receive Receive
Daughterboard Daughterboard
- C — — ADC —

FPGA
= DAC — — DAC —

Transmit Transmit
Daughterboard Daughterboard
= DAC — — DAC —

Figure 6.6 — USRP block diagram.

Experimental Study of OFDM implementation USRP — SDR using GNU radio
has been provided in [152], while in this work Matlab is used instead as it is in [148].
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6.2.2 System Model

The implementation is done using two personal computers (PC) controlling the
transmitter and the receiver of USRP platforms as it is provided in Figure 6.7.
Experiments are conducted indoor; where the used daughter boards are N210 and the
USRP centre frequency is set at 402.5 MHz. Communicating with the USRP by PC is
done through Matlab toolbox for USRP using User Datagram Protocol (UDP) protocol.
Computer sends baseband signal samples to the USRP which generates signal at a given
frequency and bandwidth specified by interpolation factor, signal is then transmitted
over antenna or through cable to the receiving end where all operations are reversely

executed.

Figure 6.7 — System environment.

The aim of this experiment is to determine the effect of secondary transmission on
the primary user performance by analysing the BER of the received signal at the
primary receiver. BER is defined as the estimated probability that any transmitted bit
will be received in error (a transmitted “one” will be received as a “zero” and vice
versa), the ratio of the number of bits received erroneously to the total number of
transmitted bits is the BER. It is important to say that the used coding in this experiment
is Gray coding instead of the binary one used in [148]. In Gray coding, two adjacent

code numbers differ from each other only by one bit. This way, if neighbouring

115



constellation points are decoded “wrong”, only few bits will be wrong which improves

the BER of detection and demodulation.

BER has been analysed for different values of secondary transmission
interference, given in the form of signal to interference ratio (SIR), as well as different
primary signal strength to noise ratio at the primary receiver. Furthermore, the
experiment is done for two different channel type between the USRP transmitter
(USRP-Tx) and USRP receiver (USRP-Rx), one when they are communicating

wirelessly (through antennas) and the other when they are connecting by a cable.

Primary Signal (OFDM)

Source data for primary user is taken from an 8-bit gray scale (256 gray levels)
bitmap image file given in Figure 6.8 [148]. The data is converted to the symbol size
determined by the choice of M-PSK, where here the 256PSK modulation is deployed on
every subcarrier [153]. The converted data is then separated into multiple frames by the
OFDM transmitter scheme given in Figure 6.2 to be modulated frame by frame. During
modulation, the symbols are differentially encoded and then the modulated frames are
cascaded together along with frame guards inserted in between. Furthermore, a sinusoid
signal is added to the beginning of the data stream as a header with a power equals the
OFDM stream power. All of this is done before the exit of the transmitter.

Figure 6.8 — Primary transmission data, 256 gray-scale bitmap image.
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Secondary Signal (OFDM)

Secondary user signal is generated in Matlab and saved in a file used for
simulation of secondary transmission at the location of primary receiver. Secondary
signal also employs OFDM and applies 256 PSK modulations. It is assumed that

secondary and primary signal bandwidths are equal.

This implementation is extended from the one described in [148], where in this
experiment USRP emulates both the primary and secondary transmissions (OFDM).
Therefore, the explained schemes for Carrier Frequency Offset (CFO) estimation, time
synchronization and channel equalization considered in [148] are the same in this work.
The time synchronization process is done using a method based on auto-correlation of

two sliding windows of length N, shifted in time [146].

6.2.3 Coexistence of Primary and Secondary Users (OFDM)

It is assumed that the primary and secondary systems are full synchronized in
time. Secondary transmitter performs a spectrum sensing in order to obtain information
about the used frequencies or subcarriers from the primary user as it is explained in

Figure 6.9.

subcarriers used by PU

Magnitude

L 1 1 1 1 1

Magnitude

subcarrier number

Figure 6.9 — Coexistence between primary and secondary users.
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Transmission parameters for primary and secondary signals are given in Table
6.1, whereas the Tables 6.2 and 6.3 give the USRP-Tx and USRP-Rx platform
parameters, respectively.

Table 6.1 — Primary and secondary signals’ (OFDM) parameters.

Parameter Value
Carrier frequency 402.5 MHz
Bandwidth 1 MHz
Number of subcarriers (FFT size) 1024
Modulation on subcarriers 256DPSK
Cyclic prefix length 256 samples
Frame guard interval length 1280 samples
Header length 2560 samples
Data symbols per frame 7
Equalization symbols per frame 2
Frame length (with guard interval) 16640
Number of used subcarriers in a symbol 900

Table 6.2 — USRP-Tx parameters.

Parameter Value

Carrier Frequency 402.5 MHz

Instantaneous bandwidth 1 MHz

LO offset 10 MHz

Gain [0-30]

Different values of the USRP-Tx gain, G, is considered in order to perform
different values of signal to noise ratio for the primary transmission. Furthermore, Local
Oscillator (LO) offset in USRP-Tx as well as in USRP-Rx is used in order to move the

signal bandwidth away from the interference generated by the USRP hardware.
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Bit error rate according to the signal to interference ratio at the primary receiver is
presented for different values of signal to noise ratio in Figure 6.10 when the USRP
transmitter and receiver communicate wirelessly and in Figure 6.11 when they are
connected by a cable. The primary signal SNR is controlled by changing the gain value

of USRP transmitter platform, G, where signal to noise ratio values varies from 67 dB

Table 6.3 — USRP-Rx parameters.

Parameter Value

Carrier Frequency 402.5 MHz

Instantaneous bandwidth 1 MHZ

LO offset 10 MHz

Gain 0

which points to G=30, to 37 dB which points to G=0.

Bit Error Rate, BER

.| ——SNR=67dB
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Figure 6.10 — Bit error rate of primary signal for the wireless channel.
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It can be noticed that as the signal to interference ratio decreases, which means
that the interference generated from the secondary user increases, the bit error rate
increases for any value of SNR. On the other hand, for a fixed SIR, the bit error rate
increases as the SNR values decrease (the effect of noise increases). Furthermore, it can
be seen that the effect of secondary interference on the primary signal at the receiver
depends on the value of SNR. As long as SIR<SNR which means that the dominant
effect on the primary signal is the interference (interference-limited case), BER
increases as the interference increases (SIR decreases) to reach a plateau when

SIR>SNR where in this range the basic effect belongs to the noise (noise-limited case).

These results are obtained for both cases when the USRP transmitter and receiver
are communicating wirelessly or by a cable. On the other hand, comparing the results in
Figures 6.10 and 6.11, it can be seen that BER has smaller values when the transmission
is done through a cable under the same conditions, this can be explained due to the
addition interferers that can be existed in the surrounding environment when the
transmission is done through a wireless channel., where the interference value cannot be
totally controlled. It had been tried to make the interferers in the surrounding

environment through this experiment low as much as it is possible.
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Bit Error Rate, BER
S
T
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Figure 6.11 — Bit error rate of primary signal for the cable case.
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The obtained results can be used in order to define the tolerable interference
power at the primary receiver and define the interference power constraint value
depending on the strength of the primary signal to the noise and the allowed BER in the

system.
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/. Conclusion

In this dissertation, the basic goal was to analyze the primary transmission’s
interference together with the noise at the secondary transmitter when imperfect channel
state information of the link between secondary transmitter and primary receiver is

imperfect.

In the introduction chapter, the need to cognitive radio and the concept of it are
given in details, as well as its main functions. Spectrum access techniques have been
explained especially the spectrum underlay access, which is used in this thesis to
analyze the performance of cognitive radio system with a controlled interference level.
In the second chapter, it has been pointed out to some wireless communication system
concepts used in the dissertation, from the wireless channel and the fading models that
try to model the channel and different fading effects on the signal through
mathematically, especially Nakagami fading propagation which is used in the thesis, to
the channel state information forms. Special attention is provided to the power control
strategies used in order to protect the primary user, in addition to different diversity

techniques used later in studying the secondary link performance.

Cognitive radio system model with controlled interference level under the effect
of the co-channel interference signal generated from primary transmitter is described in
the third chapter. Maximum transmit power of the secondary transmitter is given
depending on the applied interference and transmit power constraints. Signal to
interference and noise ratio (SINR) expression and its probability density function, in
addition to the outage probability and moments of SINR are derived in closed- form

expressions for the case when the channel state information of the channel between
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secondary transmitter and primary receiver is perfect in the first half of the chapter.
While in the second half of the chapter, the analysis and expressions are derived and
given for the case when the CSI is outdated. The concept of outdated CSI and the power
control strategy for this case are explained. Outage probability and the moments of
SINR have been derived in closed-form expressions for both the perfect and outdated
CSI. Asymptotes cases when the interference constraint or the transmit constraint

dominates have been provided in both analytical and simulation results.

In the fourth chapter, the performance of cognitive radio system with co-channel
interference signal, when MRC is applied at the secondary receiver, is analyzed for the
case when perfect CSI is available at the secondary transmitter in the first part of the
chapter, outdated CSI in the second part while it is analyzed in the last part of the
chapter for the case when only statistical CSI is available. Statistical characteristics of
SINR from outage probability to the moments for different number of antennas at the
secondary transmitter are derived. Furthermore, For the case when no noise at the
receiver, statistical characteristics of SIR when OSTBC is applied at the secondary link
is analyzed and compared to the case of MRC when perfect CSI is available for two
cases: when the channels have a unit value (1;=1/m;) and when they do not. It is noticed
that the dependence of probability density function of SIR on fading parameters values
is less noticeable when the channels have a unit power gain. Transmission power
control of the secondary transmitter is provided for the case of statistical CSI and outage
probability of SINR is derived in a closed-form when more than one antenna is applied
at the secondary receiver. As expected, MRC enhances the performance of the system,
where the outage probability values decrease as the number of receive antennas
increase; while when the interference power constraint Q, goes large, the interference is
more critical for SU link performance for both cases of MRC diversity and no diversity
case. Outage capacity for a defined outage probability is analyzed for the case of

statistical CSI where the outage capacity decreases as the tolerated interference outage
probability P," decreases.

Ergodic capacity in numerical closed-expression when MRC is applied at the
secondary receiver for the cases of outdated and statistical CSI is derived for Nakagami

fading environment, where it is seen that the MRC diversity results in larger

performance gain for the secondary link for lower Nakagami fading parameter. Ergodic
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capacity expressions have been derived using special functions explained in the
Appendix in the end of the chapter, therefore and in order to simplify the derived
analytical expressions, two limiting cases: interference and noise limited cases have
been provided as asymptotes for the general case when the interference power constraint
dominates (Q,<<Pp), where it is noticed that for all values of the receive antennas
number; the interference-limited system achieves a higher capacity than the noise-
limited one, furthermore, it is noticed that for the larger number of receive antennas,
the relative change of capacity values due to effect of noise is less significant. For the
interference-limited system, ergodic capacity is studied when OSTBC is employed at
the secondary link in its special Alamouti scheme when perfect CSI knowledge is
available. As a comparison with MRC diversity, the result was that applying MRC as a
diversity technique achieves higher capacities than Alamouti scheme.

The correctness of all the obtained numerical results is checked by an independent
simulation method. Through the plotted figures, it can be seen that the analytical results

match the simulation ones perfectly.

In the last chapter, through experimental work, the performance of primary user
under the effect of the secondary transmission is analyzed. The performance is
discussed through the value of bit error rate of the received primary signal, where BER
is obtained for different values of SIR (primary signal strength to the secondary
interference strength ratio) under different values of SNR at the receiver of primary
user. The experiment is done using two computers and two USRP platforms to get the
results for two cases: first when the transmitter and receiver communicate wirelessly by
antennas and second when they are connected by a cable. The obtained results can be
used in determining the value of interference power constraint, which is known as the
interference temperature, at the primary receiver depending on the strength of the

primary signal and the allowed BER in the system.
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